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Executive Summary 

This report discusses the advantages and limitations of on-line coupling of meteorological (Met) 

or computational fluid dynamics (CFD) codes with transport and dispersion (T&D) models for 

the simulation of chemical, biological, radiological, and nuclear (CBRN) plume dispersion at the 

meso- and urban-scales as compared to the more standard off-line coupling approach. In an 

off-line modeling system the Met/CFD and T&D codes are separate executables, the Met/CFD 

code is first run to completion, output files are written to hard disk, and then the T&D model 

reads in the Met/CFD files and is run to completion.  An on-line modeling system is defined as 

having the T&D and Met/CFD codes running concurrently, sharing input and output between 

the models via computer random access memory (RAM) and in many cases the Met/CFD and 

T&D models are embedded in the same code.  

The service call from which this report stems implies that on-line coupling of Met and T&D 

models is advantageous because of the possibility of two-way feedback between the models 

and better consistency between input databases, numerical meshes and schemes, and physical 

parameterizations. Whether or not the on-line approach is advantageous, however, is decided 

by the scale of the problem (e.g., urban scale vs. mesoscale), is dependent on the application 

(battlefield/ emergency response vs. retrospective studies vs. research and development), and 

is more apparent under specific meteorological conditions (e.g., strongly time-varying winds) or 

dependent on the type and/or size of the release (e.g., dense gas vs. neutrally buoyant release). 

It should be emphasized that some of the advantages listed in the call are not intrinsic to on-

line models and could be addressed in off-line models just as readily if they are tightly-coupled. 

On the following page, we list nineteen high-level points regarding on-line and off-line coupling. 

Following this are tables that summarize the broad findings of this report. More in-depth 

information and caveats with each issue are provided later in this report. This report is 

organized by overview sections first, followed by more in-depth discussion on issues later. 

Appendices give background information on topics that are relevant to the issues of concern, 

but are not necessary for the discussion on the advantages and limitations of the on-line and 

off-line approaches, e.g., details on different types of map projections, geophysical input 

databases, and models. Sections 1, 2, and 3 of this report provide an introduction to, relevance 

of, and definitions for on-line and off-line coupled modeling systems.  Section 4 reviews prior 

on-line modeling efforts in other communities, while Sections 5 and 6 give an overview of the 
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pros and cons of on-line modeling in general and based on model type, respectively.  Sections 7 

and 8 focus on two-way plume-to-met feedback for different CBRN release types and 

consistency issues, respectively, since these are often highlighted as being major advantages of 

on-line systems. Issues related to applications and maintenance are found in Section 9, 

different approaches for implementing an on-line system are discussed in Section 10, and some 

advantages and disadvantages of leveraging existing models is provided in Section 11. 

 

High-Level Conclusions: 

 Due to much faster I/O exchange via RAM as compared to the hard disk, on-line coupling 

is advantageous (more efficient compared to off-line systems) for scenarios in which large 

amounts of information need to be passed between the Met model and the T&D model at 

high frequency (e.g., when the winds are changing rapidly in time, for cases with two-way 

plume-to-met feedback, in the study of plume fluctuations using large eddy simulation).  

 In operational settings, for post- and pre-event analyses, and for source inversion 

applications, an off-line Met and T&D modeling system will typically be considerably 

faster.  The big disadvantage is the difficulty of doing two-way plume-to-met feedback in 

the off-line mode.   

 CBRN plume feedback may alter the microscale meteorology (e.g., a large dense gas 

release in a city, a radiological dirty bomb) or impact the mesoscale meteorology for very 

large releases (e.g., a nuclear detonation, a large fire), which in turn could modify the 

plume transport direction, the airborne dosage levels, the amount of deposition, and the 

size of the hazard zone.  

 However, for many kinds of scenarios a CBRN plume is relatively small in size or short in 

duration and will not (or only minimally) impact the meteorology. Even if the 

meteorology is impacted, it may not appreciably affect plume transport and dispersion.  

 If the two-way feedback alters plume T&D, rather than implement an on-line coupled 

modeling system, the effect of the feedback is often parameterized within the T&D model 

(e.g., buoyant cloud rise scheme, dense gas cloud slumping and turbulence suppression). 

These parameterizations may only be valid for idealized topographical and meteorological 

conditions, however. 



 

 

3 

 If feedback is the primary reason for implementing an on-line system, Lagrangian T&D 

models (e.g., Gaussian puff, random-walk) may not be the top choice due to the difficulty 

of integrating the plume feedback into the meteorological model (unfortunately meaning 

that one cannot easily leverage the many advantages that make Lagrangian T&D models 

popular in the plume modeling community).  

 On-line coupled modeling will NOT automatically satisfy consistency issues with map 

projections, gridding, numerics, algorithms, and input databases; much work is needed to 

ensure consistency, especially if leveraging existing Met and T&D codes.  

 In some cases, consistency of physical parameterizations (e.g., turbulence), grid meshes, 

and/or numerical schemes between the Met and T&D model may result in sub-optimal 

performance in either the Met or T&D model, and thus may not actually be desired. 

 A tightly-coupled on-line modeling system with feedback will require significant resources 

to implement from scratch. 

 Leveraging current modeling systems that are already on-line coupled may reduce 

development costs, but significant time and effort would likely need to be invested to 

upgrade their CBRN capabilities. One would first need to understand what decisions were 

made regarding the Met and T&D model integration to determine limitations and 

advantages of their approaches. 

 Although creating an on-line modeling system from an existing Met or CFD code is fairly 

straightforward to implement by adding an Eulerian scalar concentration advection-

diffusion solver, large amounts of resources and time would be required to add a full suite 

of CBRN capabilities. 

 For mesoscale applications, an on-line system using an Eulerian scalar concentration 

advection-diffusion solver for plume T&D will likely need to address near-source sub-grid 

dilution and numerical diffusion issues. 

 Many CFD models are already on-line, i.e., they contain an Eulerian scalar-concentration 

advection-diffusion solver that runs in conjunction with the Navier-Stokes flow solver. 

However, most CFD models do not have atmospheric physics and thermodynamics or 

CBRN capabilities, so they are not necessarily a replacement for Met and CBRN T&D 

codes. 
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 Converting existing Met and T&D codes into a tightly-coupled off-line system that ensures 

consistency of map projections, gridding, and input databases can likely be achieved in 

less time and for less cost as compared to converting an existing off-line system into a 

tightly-coupled on-line modeling system. 

 Several groups have demonstrated that by passing I/O between models via RAM through 

a dynamically-linked library (DLL) or a “virtual” file, a loosely-coupled on-line modeling 

system created from existing models can be achieved with implementation costs similar 

to loosely-coupled off-line systems based on existing models. No consistency issues are 

explicitly addressed with this approach, however. 

 For research purposes, on-line modeling systems with two-way feedback could provide 

extremely useful insights into the underlying physics and thermodynamics of plume 

behavior, especially for CBRN scenarios for which it is difficult to conduct full-scale 

experiments. 

 An argument can be made that a tightly-coupled on-line system will require less long term 

maintenance as compared to off-line models since databases and routines are integrated 

and need to be changed in only one place, while both models need to be updated 

separately in off-line systems. However, one can also argue that an on-line system, if 

composed of existing Met and T&D models, will require more maintenance because both 

the on-line and off-line systems will need to be maintained for their respective user 

communities.  

 For real-time response applications, the potential improvements in plume modeling due 

to having an on-line system with two-way feedback may be overwhelmed by the 

uncertainty in the source term parameters and lack of local meteorological 

measurements. 

 Lack of quantitative information on the effects of model inconsistencies on plume 

transport and dispersion, as well as the uncertainty of whether CBRN plumes significantly 

affect meteorology through two-way feedback makes it difficult to assess the importance 

of pursuing on-line modeling relative to other areas of model improvement (i.e., 

development of better parameterizations, more accurate databases, new or enhanced 

source terms). 
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Does issue alter plume T&D? 
Is on-line coupled modeling advantageous for solving this issue? 

 = YES;  = SOMETIMES;  = NO 

Issue 
Plume T&D Altered? 

On-line Advantageous? 
Microscale Mesoscale 

Plume-to-Met 

Feedback via 

Radiation Balance 

  

 

For plume to affect radiation balance & surface energy budget, and 
subsequently the meteorology, the CBRN plume must be large and 
exist for a extended period of time, e.g., dust storm, forest fire.  

On-line allows for rapid trans-
fer of large amounts of data 
between Met and T&D model  

Plume-to-Met 

Feedback via 

Momentum and 

Buoyancy 

   
CBRN release must be large relative to the scale of interest to impact 
meteorology, except for the case in which the release generates heat. 
Subtle changes in buoyant rise can result in large differences in plume 
transport direction and ground level concentrations. 

Same as above. For simple 
terrain, feedback is often 
parameterized within the off-
line T&D model. 

Inconsistent Map 

Projections 

   

Consistent map projections in the Met and T&D model are desired to 
reduce potential horizontal interpolation errors when transferring 
data between models. Not likely an issue at microscale because many 
systems use Cartesian grid. Difficult to find quantitative information 
on how much the interpolation error ultimately alters plume T&D.  

On-line may encourage con-
sistent projections, but does 
not guarantee it, especially if 
using existing models. With 
effort, consistency can be 
obtained in off-line models. 

Inconsistent Map 

Parameters (map 

factor, convergence) 

   

For certain map projections, plume T&D can be affected if the map 
scale factor and convergence are not considered, especially at the 
mesoscale. Convergence is important at the microscale, but the map 
factor is not. For good coding practice, consistency is encouraged. 

On-line approach does not 
guarantee consistent map 
parameters, but may 
encourage it. With effort, 
consistency can also be 
satisfied with off-line models. 

Inconsistent Vertical 

Coordinates and 

Resolution 

   

Vertical interpolation errors have been shown to affect plume T&D at 
the mesoscale. However, to sufficiently resolve the plume and to meet 
Met model run-time constraints, matching vertical grid resolution may 
not be desired in all cases and can degrade plume T&D accuracy. 

On-line may promote consis-
tent grids, but notable effort 
to implement if leveraging 
existing models irregardless if 
on-line or off-line. 
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Inconsistent 

Horizontal Grid Mesh 

   
Horizontal interpolation errors shown to affect plume T&D at the 
mesoscale for longer range T&D. However, for purposes of adequately 
resolving the plume and/or to meet Met model run-time constraints, 
matching horizontal grid resolution may not be desired in all cases and 
can degrade plume T&D accuracy. 

On-line may promote consis-
tent grids, but a lot of effort 
to implement if leveraging 
existing models irregardless if 
on-line or off-line. 

Inconsistent Time 

Synchronization 

   
Temporal interpolation errors and mass inconsistency introduced by 
interpolation may affect plume T&D. More likely to be an issue for 
mesoscale models and for rapidly temporally-varying meteorological 
conditions. Important for microscale LES CFD as well. 

On-line may encourage time 
synchronization. For high 
frequency data exchange 
online is advantageous. 

Inconsistent 

Numerical Schemes 

for PDEs  

   
Mass inconsistencies will be introduced by inconsistent partial 
differential equation numerics (not relevant for Lagrangian T&D 
codes), but it is not clear how this will impact T&D. On the other hand, 
different numerical schemes in the atmospheric code and the 
advection-diffusion solver may improve overall model performance.  

On-line approach does not 
guarantee consistent 
numerical schemes, but may 
encourage consistency. 

Violation of Mass-

Consistency  

   
Errors due to inconsistent grids, map projection, numerics, time 
synchronization, topo smoothing and different mass consistency 
schemes can lead to violation of the mass consistency constraint and 
may affect plume T&D. Difficult to quantify impact of mass 
inconsistency versus error (or accuracy improvement) due to the 
database or numerical scheme inconsistency. Ensuring mass consis-
tency may lead to sub-optimal model performance in some cases. 

On-line approach does not 
guarantee mass consistency. 
However, due to the many 
issues that affect mass consis-
tency, likely easier to fully 
address mass consistency in 
an on-line system. 

Inconsistent 

Databases 

Not sure Not sure 
 

Although it would be good practice to have consistent databases or to 
have the Met model pass all the terrain, LULC, soil, and building-
related parameters directly to the T&D model, it is not clear how much 
this is an issue due to the lack of specific studies. Even if the Met and 
T&D model use the same DB, it does not guarantee a better solution 
due to uncertainties and ambiguities in the DB and differences in the 
interpretation of a DB. Note: use of a different DB in the Met model 
can impact the Met and T&D prediction, but there is little evidence 
that a different DB in the Met vs. T&D model alters plume T&D. 

On-line approach does not 
guarantee consistent data-
bases, especially if coupling 
existing codes, but will force 
developers to consider this 
issue. Can be solved in an off-
line system by passing the 
necessary fields from the Met 
to the T&D code. 
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Inconsistent 

Interpretation of 

LULC Databases  

Not sure Not sure 
 

Even if Met and T&D models use the same land-use/land-cover 
database, they may aggregate the DB differently or specify different 
properties for the same land-class type. It is not clear how much this is 
an issue due to the lack of specific studies. Moreover, the potential 
effect of inconsistencies on plume T&D is likely smaller than that 
stemming from the uncertainty in specifying the LULC surface 
properties and/or how to aggregate the LULC classes.  

The on-line approach does 
not guarantee consistency, 
especially if coupling exisiting 
codes, but may encourage the 
developer to consider. With 
effort, an off-line approach 
could also satisfy this issue. 

Inconsistent 

Topographical 

Smoothing  

   

Interpolation error and mass inconsistency that result from smoothing 
the terrain differently in the Met and T&D models has been shown to 
affect plume T&D in mountainous terrain. More relevant at the 
mesoscale due to the potential of significant orographic variation. The 
issue becomes more complex if the Met and T&D horizontal grid 
resolution is different. This is an issue for both Eulerian and Lagrangian 
T&D models. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider. Can be 
solved in an off-line sys-tem 
by passing the smoothed 
fields from the Met to the 
T&D code. 

Inconsistent Surface 

Layer 

Parameterizations 

   
Differences in Met and T&D model surface layer parameterizations 
may affect plume T&D. More likely to occur at the mesoscale. 
Enforcing consistency may not lead to better plume T&D predictions 
however due to the uncertainty in the schemes themselves and 
different optimization of schemes for use in Met and T&D models. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider.  

Inconsistent 

Turbulent Schemes 

   
Inconsitencies in Met and T&D model turbulence parameterizations 
may affect plume T&D. Enforcing consistency may not lead to better 
plume T&D predictions however due to the uncertainty in the 
schemes themselves and different optimization of schemes for use in 
Met and T&D models. Furthermore, turbulence schemes for T&D 
models are fundamentally different due to their dependence on 
plume size, whereas Met and CFD turbulence models typically are not. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider.  
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Pros and Cons of On-line Coupled Modeling Related to Application: 
On-line Advantageous?  = YES ;  = Sometimes;  = NO  

Issue On-line 
Advantage? Comments 

Handling of Strongly Time-

Varying Meteorology  

On-line coupled models can handle updating the T&D code with Met 
information at high temporal frequency without a significant run-time 
penalty as would occur for off-line models (i.e., RAM is much faster than 
hard disk for I/O exchange) 

Urban Scale CBRN Applications 
 

At the urban scale, buoyant releases (dense gas, radiologial dispersal 
devices, nuclear detonations) can induce feedback from the plume onto the 
Met field, so an on-line system would be advantageous to handle the large 
data exchange between the Met and T&D models. Plume feedback on 
radiation balance not typically important at this scale. 

Mesoscale CBRN Applications  
 

Few CBRN release types are large enough to impact the radiation balance 
and subsequently the mesoscale flow field, except possibly nuclear 
detonations, large scale fires, and dust storms. For these cases the feedback 
advantage of on-line coupling could be important. Feedback from energetic 
releases leads to buoyant rise which can then alter T&D, but plume rise is 
often parameterized in the T&D model, providing an off-line alternative.  

Fast turnaround applications 

(battlefield, emergency 

response)  

The speed of the modeling system is a critical factor for emergency 
response or battlefield operations. All else being equal – on-line systems 
are typically faster because information is passed between the Met and 
T&D models via RAM. However, in practice, the slower prognostic Met 
model is run 24/7 continually producing output and then when a CBRN 
release occurs only the T&D model is run. In this case, the off-line approach 
is faster in comparison to the on-line approach in which both the Met and 
T&D model are run simultaneoulsy. 

Pre- or Post-Event Analyses, 

Sensitivity Studies (Batching or 

Ensemble of Plumes) 

 
 

For multi-case analyses, often a few Met fields are created to drive 
hundreds of plume dispersion calculations. Off-line codes are well-adapted 
for this and are relatively fast. For scenarios with no feedback, it is 
inefficient to run an on-line approach repeating the Met calcs for every 
plume calculation. The on-line approach would need to be modified to run 
in an off-line mode to do plume ensembles faster. 

Research on Fundamental 

Understanding of Plume 

Behavior  

Deep scientific understanding of plume behavior and/or derivation of 
plume parameterizations requires highly-resolved turbulent plume model-
ing and can be best accomplished by large-eddy simulation. This requires 
large amounts of data exchange between the dynamic flow solver and the 
scalar concentration advection-diffusion solver at high temporal frequency, 
so an on-line system is highly advantageous. Off-line would be very slow 
due to I/O issues.  
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On-line Coupled Modeling Issues Related to Implementation and Maintenance 
Considerations 

Issue Advantages Disadvantages 

Implementing Eulerian T&D 

Model with Feedback 

An Eulerian scalar concentration advection-
diffusion equation T&D model can best 
handle plume-to met feedback. Coding a 
new Eulerian T&D code into a Met or CFD 
model (as opposed to using an existing T&D 
code) is the easiest way to obtain an on-
line modeling system with tight coupling 
and with consistent databases, projections, 
and numerical schemes.  

Consistent schemes may not be desired in an 
Eulerian on-line system. For accuracy, a T&D 
model requires, e.g., a finer grid to capture 
CBR plume, a different numerical scheme to 
eliminate numerical diffusion and negative 
concentrations, special near-source treat-
ment. In addition, if not leveraging an existing 
code, then significant CBRN capabilities need 
to be added to the modeling system. 

Implementing Lagrangian T&D 

Model with Feedback  

Lagrangian T&D models (e.g., puff, random-
walk) have some distinct advantages com-
pared to Eulerian gridded approaches (e.g., 
more accurate dispersion, high spatial reso-
lution where needed, often faster). This 
explains why there are many off-line Met 
and Lagrangian T&D modeling systems. 
Also, one can leverage existing T&D models 
with full suite of mature CBRN capabilities. 

Difficult to couple feedback from Lagrangian 
T&D model to the Met model. Significant 
parameterization development would need to 
occur in order to compute the feedback. 
Accounting for plume feedback on the solar 
radiation would be more straightforward, 
while momentum feedbacks would be more 
difficult to implement, for example. 

Leveraging Existing Off-line 

Met and T&D Codes 

Decades of effort have gone into the 
development, testing, and improvement of 
the Met and T&D codes used in the CBRN 
community. Creating an on-line code from 
existing models will reduce basic develop-
ment and testing costs. A loosely-coupled 
on-line system would be quickest to 
implement and still result in speed up of 
I/O exchange via RAM. Virtual file and 
dynamically-linked library approaches have 
been shown to be easier to implement. 

Major effort will be required to make a 
tightly-coupled on-line system from existing 
models due to the many choices regarding 
which schemes, parameterizations and 
databases to keep, determining in what cases 
both need to be kept, and if necessary, how to 
best merge them. Long-term maintanence 
may be more difficult due to stand-alone and 
separate on-line updates of the Met and T&D 
codes for their respective user communities. 

Leveraging Existing On-line 

Coupled Modeling Systems 

Since there are several tightly-coupled 
operational mesoscale on-line modeling 
systems already in existence, using these 
codes as a starting point should be 
considered as it may save significant time 
and effort as compared to developing a 
system from scratch or from existing off-
line codes. Note that many CFD codes are 
already on-line systems. 

The existing on-line Met-T&D modeling 
systems require additional development to 
make them fully CBRN capable, and in one 
case plume-to-met feedback is not 
implemented, and in the other case special 
gridding capabilities for plume applications is 
not available. Note that the majority of on-
line CFD modeling systems do not have CBRN 
capabilities.  
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Implementation of Parallel 

Computing Capabilities 

Parallelization of Met and T&D codes is key for meeting run-time constraints and high grid 
resolution requirements imposed by specific applications. On-line coupled Met and T&D 
modeling systems are not, in general, any more difficult to parallelize than loosely-coupled 
off-line modeling systems. The most important factor is how the codes are written and 
organized. 

Run-time 

By exchanging data through the RAM, on-
line systems are expected to be faster than 
their off-line equivalents, all else being 
equal. The magnitude of the speed-up will 
depend on the size of the variable arrays 
passed between the models and the 
frequency at which they are passed.  

Depending on the type of application, 
however, an off-line system may actually be 
faster. For example, operational weather 
forecasting models are often run 24/7 and 
when an event occurs the T&D model is run 
using the pre-computed Met fields. An on-line 
system would have to re-start and the slower 
Met model calculations begun anew. 

Necessary Expertise 

Close collaborations between Met and T&D 
experts that is likely required for on-line 
system integration may foster better 
understanding of each others’ models 
which then may lead to unexpected 
discoveries and improvements that might 
strengthen individual codes. 

Realizing an on-line system may require 
persons with broader expertise and/or closer 
collaborations between the Met and T&D 
modeling teams. Depending on the modeling 
system design, it may be necessary to involve 
software engineers. All of this may result in 
more time to implement a system if teams 
reside at different locations. 

Long-term Maintenance and 

Consistency of Codes 

Having the Met and T&D codes embedded 
together in the same code may simplify 
long-term maintenance and consistency of 
codes. Adding a new database or algo-
rithm, for example, in an off-line system 
may require updates in two codes with two 
sets of teams, whereas in an on-line 
approach the code may need to be 
modified in only one place by one team. 

if existing well-established standalone Met 
and T&D codes are incorporated into an 
on-line system, two versions of each code will 
likely need to be maintained – one for the 
communities that use the code(s) in 
standalone mode and one for the community 
that uses the on-line modeling system – 
potentially creating additional maintenance 
requirements. 
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Importance of Feedback for Different CBRN Release Types 

TIC’s Dense Gases   
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Microscale Yes 
The dense gas can affect the local wind field through the buoyancy term and suppress 
turbulence through stratification in the vicinity of the dense gas cloud. 

Mesoscale No 
Release amounts not large enough to have an influence on the mesoscale 
meteorology. However, the negative buoyancy feedback at the local scale can alter the 
height and geometry of the “source” as described above. 
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 Microscale Likely 

Wind speed and turbulence modification change the cloud advection speed and the 
entrainment of fresh air. Effect most relevant for low wind speed, large density 
differences, and large releases. Terrain slope significantly alters cloud transport 
direction. 

Mesoscale Possibly 
The low height of the dense gas cloud on the local scale can impact the mesoscale T&D 
in some cases due to initial cloud T&D being close to the ground and being advected 
by slower winds. Terrain slope significantly alters cloud transport direction. 
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The feedback of the density effects of the release onto the local wind and turbulence fields are often parameterized 
within the T&D model. Complex flow conditions (e.g., sloped terrain, urban areas) are more difficult to parameterize, 
so an on-line system in which the density effects are fed into the Met/CFD model to create the negatively buoyant 
flow may be advantageous. 

TIC’s Buoyant Gases   
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Microscale Possibly 

The buoyant gas can induce vertical winds and turbulence at the cloud location and in 
the immediate surroundings. The handful of buoyant TIC’s are typically only mildly 
buoyant, however. More likely to be relevant for larger releases, larger density 
differences, and light wind conditions. 

Mesoscale No 

Release amount not large enough to have an influence at the mesoscale. However, the 
positive buoyancy feedback at the local scale can alter the height and geometry of the 
“source” as described above. The handful of buoyant TIC’s are typically only mildly 
buoyant, however. 
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Depending on the amount of buoyancy of the TIC, there will be buoyant rise, 
subjecting the plume to winds at different heights, possibly altering transport direction 
due to wind shear. The rise will also reduce surface concentrations. Larger rise for low 
wind speeds, large density differences, and large releases. 

Mesoscale Possibly 

The buoyantly-induced rise on the local scale can result in radically altering the 
mesoscale transport direction and reduction of surface level concentrations depending 
on the variation of wind direction with height. Larger rise for low wind speeds, large 
density differences, and large releases. 
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The feedback of the density effects onto the local wind and turbulence fields is often parameterized within the T&D 
model. Complex flow conditions (e.g., variable stratification, mountainous terrain, urban areas) are more difficult to 
parameterize, so an on-line system in which the density effects are fed into the Met/CFD model to create the 
positively buoyant flow may be advantageous. 

TIC’s Liquid Pools   
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Microscale Not likely 
The pool can modify the local surface albedo and mass and energy fluxes but the 
effects are expected to be localized close to the surface and undetectable beyond the 
pool extent. If the release is cold, it could modify the surface layer stratification. 

Mesoscale No 
Typical release amounts not likely to impact the mesoscale meteorology. Very large oil 
spills in the ocean could alter local albedo and evaporation, thus possibly modifying 
near surface temperature, humidity, and atmospheric stability. 
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Minimal effects on the plume transport are expected. Local temperature and near-
surface stratification may influence the evaporation rate.  

Mesoscale No Release amounts too small to result in plume-to-met feedback. 

N
ot
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 Temperature and/or local stratification effects could be parameterized within the evaporation model of an off-line 

modeling system. For research purposes, an on-line coupled system would be useful to determine if plume-to-Met 
feedback is important and for development of parameterizations.  

Flash Fires, Vapor Cloud Explosion, Chemical Pool-Fires 
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Microscale Yes 
The heat generated by the fire causes an updraft which then sucks in fresh air 
horizontally near the surface creating a local circulation. More relevant for low wind 
speeds and larger fires. 

Mesoscale Likely 

In addition to updrafts, for large fires that have a relatively long duration the smoke 
plume will change the radiation balance and therefore the surface energy balance, 
with the possibility of changes within the planetary boundary layer (e.g., temperature 
profile, stratification, wind circulation patterns). Smoke particles act as cloud 
condensation nuclei and alter rain patterns. Moisture injected into atmosphere as 
well. 
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Microscale Likely 
The buoyant rise impacts the plume injection height and therefore the impacts the 
surface-level concentrations and potentially the transport direction depending on the 
vertical wind shear.  

Mesoscale Likely 

In addition to the impact due to the buoyant rise, the absorption of the solar radiation 
by the dark plume can heat the plume and alter the injection height further. The 
potential alteration of rain patterns can effect washout and scavenging. Depending on 
the amount of smoke generated and plume coverage area, the reduction in the solar 
radiation could impact mesoscale circulation patterns, thus altering plume T&D.  
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N
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 Parameterizations for plume injection height have been developed for mesoscale applications. They may not be 

appropriate for complex environments (i.e., mountain-valley circulations, urban environments). On-line modeling 
systems useful for this scenario. Note: fresh air intake increases the strength of the fire (3-way feedback).  

Chemical Weapon Agents  
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Typical release quantities from sprayers or non-explosive bomblets are too small to 
affect the meteorology even at the microscale. Need to account for buoyancy in case 
of release by explosive bomblets or other explosive devices. See RDD’s below. 

Mesoscale No Release quantities are too small to affect mesoscale meteorology. 
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Microscale Not likely 

Sprayed releases do not result in plume-to-Met feedback. For explosive dissemination, 
one needs to account for the buoyant cloud rise (see RDD’s below). Buoyant rise will 
result in lower surface concentrations and potentially a different transport direction if 
there is any vertical wind shear. 

Mesoscale Not likely 
Release amounts too small to result in plume-to-met feedback. However, if explosively 
disseminated, buoyant rise may result in altered mesoscale T&D.  

N
ot

es
 Sprayed chemical agent releases likely too small to impact meteorology on local scale. If released explosively, then 

buoyant rise can be parameterized in the T&D model, rather than doing a complete on-line system. However, 
parameterizations likely only valid for ideal cases. 

Biological Weapons Agents  
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No for dry releases as release quantity is too small. Local change in humidity possible 
for a large wet slurry release. 

Mesoscale No Releases are too small to impact mesoscale meteorology. 
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 Microscale Possibly 

For a large wet slurry release, the decrease in droplet evaporation due to a local 
increase in humidity can lower the plume centerline due to enhanced gravitational 
settling, thus potentially increasing fallout, altering near-surface concentration, and 
possibly affecting the plume transport direction.  

Mesoscale Possibly 
Releases are too small to result in plume-to-Met feedback. However, the sub-grid local 
scale impact of the plume centerline being lowered due to larger droplets could alter 
plume T&D on the mesoscale.  

N
ot
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 The humidity effect could be parameterized within the T&D model, i.e., an on-line system is not essential. If an on-line 

approach is used to investigate the impact of the humidity on plume T&D, very high grid resolution is required to 
capture this effect within the Met or CFD model.  

Radiological Dispersal Devices  
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Microscale Yes 
The heat generated by the explosion will likely lead to upward motion and perhaps 
buoyantly-generated turbulence. More relevant for low wind speeds and larger 
explosive mass. 



 

 

14 

Mesoscale No 

Release amount not large enough nor lasts long enough to influence the mesoscale 
meteorology. However, the positive buoyancy feedback at the local scale can alter the 
height and geometry of the “source” as described above resulting in the heated cloud 
being lofted higher into the atmosphere.  
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Microscale Likely 

Depending on the amount of heat generated by the explosion, there will be buoyant 
rise, subjecting the plume to winds at different heights, possibly altering transport 
direction due to wind shear. The rise will also reduce surface concentrations. Larger 
rise for low wind speeds and greater HE mass. 

Mesoscale Possibly 
The buoyancy-induced rise on the local scale can significantly altering the mesoscale 
transport direction and reduce surface level concentrations depending on the variation 
of wind direction with height. Larger rise for low wind speeds and greater HE mass. 

N
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 Parameterizations for buoyant rise for explosive releases are often embedded in the T&D model. However, they may 

not be appropriate for complex environments (i.e., mountain-valley circulations, urban environments), so that on-line 
modeling systems may be useful for complex scenarios and/or deriving better parameterizations.  

Conventional and Improvised Nuclear Devices 
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Microscale Yes 

The very large explosion may modify local terrain, local temperatures and will induce a 
very strong updraft and a strong in-rush of winds at the base of the mushroom cloud. 
The duration (without secondary fires) will be relatively short-lived (from minutes to 
tens of minutes), however. The duration (without secondary fires) will be relatively 
short-lived (from minutes to tens of minutes), however. 

Mesoscale Likely 

In addition to the feedback through the buoyancy term, the explosion may loft enough 
material into the air to modify the radiation balance and surface energy budget and 
form rain clouds. Subsequent fires may also result in persistence of a dark plume that 
continues modifying the radiation balance over a longer time period. Clearly, multiple 
explosions would result in greater extent of weather modification.  
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Microscale Yes 
The final height attained by the plume, dependent on the TNT yield, will determine 
which winds will advect it downwind and subsequent fallout patterns. 

Mesoscale Yes 

The final height attained by the plume, dependent on the TNT yield, will determine 
which winds will advect it downwind and subsequent fallout patterns. For a single 
explosion, not likely that the mesoscale weather patterns will be modified enough at 
high elevations to result in a different plume transport direction. 
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Parameterizations for buoyant rise for explosive releases are often embedded in the T&D model or as a separate 
source term model that provides an injection height or mushroom cloud source term for the T&D model. However, the 
parameterizations may not be reliable for complex environments (i.e., mountain-valley circulations, urban 
environments, complex vertical stratification, vertical wind shear), so that on-line modeling systems may be useful for 
complex scenarios and/or deriving better parameterizations. 

Nuclear Power Plant Accidents 
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Microscale Likely 

Depending on the size and nature of explosions and subsequent fires, the heat 
generated could induce a buoyant rise that can affect the wind field and turbulence in 
the immediate surrounding area. 

Mesoscale Not likely 

The heat from the explosion and subsequent fires will in all likelihood not affect the 
wind, temperature, and turbulence fields on the mesoscale. The amount of emitted 
particles in past events small relative to chemical pool fires, urban air pollution, and 
large fires and so likely will not alter the radiation balance enough to affect mesoscale 
atmospheric stability and circulations and likely will not alter cloud and precipitation 
development. 
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Microscale Likely 

Depending on the thermodynamic input from explosions and fires, the rise of the 
cloud will reduce the near-source surface concentrations and the final height attained 
by the plume will determine the transport winds. Especially relevant for cases in which 
the wind direction changes with height, e.g., complex environments with complex flow 
fields.  

Mesoscale Likely 

The final height of the cloud can alter the surface concentrations, plume transport 
speed and direction. Since the thermodynamic source is small relative to a typical 
mesoscale grid size, a sub-grid parameterization to approximate the buoyancy-induced 
vertical velocity may need to be incorporated in the source term or T&D model. It is 
unlikely that the modification of the surface energy balance due to plume opacity will 
affect plume T&D. 
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 Parameterizations for plume injection height have been developed but they may not be appropriate for complex 

environments (i.e., mountain-valley circulations, urban environments). On-line modeling systems useful for this 
scenario. 

Large Fires 
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Microscale Yes 
The heat generated by the fire causes an updraft which then sucks in fresh air 
horizontally near the surface creating a local circulation. More relevant for low wind 
speeds and larger fires. 

Mesoscale Likely 

In addition to updrafts, for large fires that have a relatively long duration the smoke 
plume will change the radiation balance and therefore the surface energy balance, 
with the possibility of changes within the planetary boundary layer (e.g., temperature 
profile, stratification, wind circulation patterns). Smoke particles act as cloud 
condensation nuclei and alter rain patterns. Moisture injected into atmosphere as 
well. 
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 Microscale Likely 

The buoyant rise impacts the plume injection height and therefore the impacts the 
surface-level concentrations and potentially the transport direction depending on the 
vertical wind shear.  

Mesoscale Likely 
In addition to the impact due to the buoyant rise, the absorption of the solar radiation 
by the dark plume can heat the plume and alter the injection height further. The 
potential alteration of rain patterns can effect washout and scavenging. Depending on 
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In summary, the main intrinsic advantage of an on-line coupled modeling system is the much 

faster passing of input and output files via RAM between the Met/CFD code and the T&D model 

as compared to writing and reading the files to and from the hard disk as in the off-line 

approach. This speed advantage results in three problem types in which on-line coupled 

modeling has a distinct advantage because of the large amounts of data being passed back and 

forth between the models: 

1) when two-way feedback between the plume and meteorology is important; 

2) for meteorological conditions that vary rapidly in time; and  

3) for applications in which the turbulent nature of the flow field and plume need to be 

investigated. 

the amount of smoke generated and plume coverage area, the reduction in the solar 
radiation could impact mesoscale circulation patterns, thus altering plume T&D.  

N
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 Parameterizations for plume injection height have been developed for mesoscale applications. They may not be 

appropriate for complex environments (i.e., mountain-valley circulations, urban environments). On-line modeling 
systems useful for this scenario. Note: fresh air intake increases the strength of the fire (3-way feedback). 

Dust storms 
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Microscale Yes 
The dust resuspended on the microscale will reduce the solar radiation, but the short 
time duration will likely not result in a significant change in the atmospheric stability or 
modify local flow fields. 

Mesoscale Yes 

Large dust storms will reduce the solar radiation over a duration of hours to days. This 
could modify atmospheric stability as well as the growth of the planetary boundary 
layer, which could then alter the surface level wind velocity and possibly mesoscale 
flow patterns. 
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 Microscale No 

No effects on the dust plume speed and direction is expected due to plume- to-Met 
feedback. 

Mesoscale Possibly 
If large dust storms last a half day or more, then atmospheric stability and PBL growth 
may be altered, which could then result in different dust cloud mixing, as well as 
transport speed and direction. No direct evidence reported in the literature. 

N
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Difficult to parameterize inside the T&D model. Winds result in particle resuspension, dust storm may impact 
meteorology via radiation balance. On-line approach with two-way feedback best-suited to study dust storms. 
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Consistency of map projections, databases, grid meshes, time steps, numerical schemes, and 

physics-based parameterizations between the Met/CFD and T&D models will not inherently be 

improved in an on-line system, although it is true that on-line coupling may encourage 

consistency via sharing of databases and code. Consistency could be imposed on a tightly-

coupled off-line modeling system, however, for likely much less time and effort required to 

build an on-line modeling system. On the other hand, we will show that in some cases 

consistency of grid meshes, numerical schemes, physics-based parameterizations, and 

databases between the Met/CFD and T&D models is not desired because it can diminish model 

performance.  

For real-time response applications, the improvements in the plume modeling due to having an 

on-line system may be overwhelmed by the uncertainty in the source term parameters and lack 

of local meteorological measurements. In addition, some plume-to-met feedback mechanisms 

can be (and are being) done by parameterizing this feedback within the T&D model (e.g., 

buoyant rise, dense gas slumping). There are also ways of creating an on-line modeling system 

without embedding the Met and T&D codes within the same code. This may a more “efficient” 

way of taking advantage of the fast transfer of information between models via RAM and also 

taking advantage of existing Met and CBRN T&D model capabilities (i.e., consistency issues may 

not be addressed, but as discussed above they are often not that important from a plume T&D 

perspective or in some cases consistency may not actually be desired). For research and 

development purposes, we highly recommend that investment be made in tightly-coupled on-

line modeling systems to better understand the impact of CBRN releases on the meteorology, 

since it is very difficult to ascertain whether plume-to-met feedback is important from 

experimental measurements alone. A properly-validated R&D-grade on-line modeling system 

will allow for development of plume-to-met feedback parameterizations for use in T&D models, 

and for testing whether current feedback parameterizations are valid in more complex 

environments.  
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1 Introduction 

This report is in response to the following topic from the FY10-11 Service Call from the Joint 

Science and Technology Office for Chemical and Biological Defense: 

 
Interactive Coupling of CBRN and Environmental Models 

Future warfighters will require advanced capabilities for tracking the movement 

of CBRN agents in the atmosphere and their effects on personnel. Current CBRN 

modeling capabilities are limited to “off-line” calculation methods. In other 

words, various models within the modeling systems are run independently of one 

another. For example, CBRN transport and dispersion codes are generally driven 

by environmental data produced by other modeling codes such as numerical 

weather and oceanographic prediction systems. Consequently, the systems are 

unaware of one another and do not feedback information between systems.  

Using the “on-line” approach, models are coupled allowing for simultaneous 

calculations of the CBRN and environmental parameters. The main advantage of 

an on-line model is that the systems are fully coupled allowing for consistency of 

CBRN and environmental information which is computed at each time step. The 

on-line approach allows one to avoid errors due to spatial, vertical and time 

interpolations, and minimize inconsistencies connected with differences in CBRN, 

environmental, geophysical and land-use data.  

Successful proposals will seek to conduct a study that will explore the feasibility 

of the on-line approach to CBRN modeling including, but not limited to, issues 

associated with: initialization data requirements, computational requirements, 

coordinate systems issue, and leveraging of existing systems/approaches.  

Our goal is to deliver a report that provides a balanced assessment of the strengths and 

limitations of the on-line modeling approach for CBRN atmospheric transport and dispersion 

applications. Inconsistencies and other limitations related to loosely-coupled off-line modeling 

systems will be identified and their impact on plume transport and dispersion will be analyzed. 

The feasibility and desirability of an on-line system will be assessed considering the scale of the 

problem (i.e., mesoscale vs. urban scale), the type of meteorological model (diagnostic vs. 
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prognostic) and transport and dispersion model (Eulerian vs. Lagrangian), the CBRN release 

type, issues related to Met and T&D model consistency (e.g., input databases, map projections, 

computational meshes, parameterizations), and operational considerations (e.g., run-time, field 

of application, necessary expertise, long-term maintenance). 

One of the main advantages of on-line modeling systems over their off-line counterparts is the 

ability to account for plume feedback onto the meteorology. However, feedback mechanisms 

will not be relevant for many real-world CBRN release scenarios because the plume will not 

appreciably alter the meteorology, especially at the mesoscale. Hence, we will devote 

considerable time to evaluating the types of releases where plume feedback onto the 

meteorological fields is relevant.  

As stated in the call, if one of the main reasons for the on-line approach is “to avoid errors due 

to spatial, vertical and time interpolations, and minimize inconsistencies connected with 

differences in CBRN, environmental, geophysical and land-use data,” then we believe that a 

tightly-coupled off-line approach could potentially deal with some or many of these issues in a 

(possibly) more expedient and less costly manner. Furthermore, it needs to be emphasized that 

on-line coupling does not guarantee that these errors and inconsistencies will be avoided and 

will depend on the degree of integration and harmonization of the meteorological (Met) and 

transport and dispersion (T&D) models. Hence, we will recommend viable routes to implement 

the on-line coupling depending on the final degree of integration desired and provide a list of 

existing candidate models to leverage for both tightly-coupled on-line and off-lines systems, 

together with specific issues that need to be overcome.  

The report is organized in three main parts: background and overview information (Sections 

2-6), more in depth discussion of advantages and limitations of off-line and on-line modeling 

and issues related to implementation (Sections 7-10), and conclusions and recommendations 

(Sections 11-13). Section 2 provides context on the relevance of this report, while Section 3 

gives precise definitions of off-line and on-line systems together with background information 

on Met and T&D model classes. Examples of on-line systems from other communities are 

discussed in Section 4 to learn how on-line coupling can be realized, why they chose the on-line 

approach, and what difficulties they encountered linking the codes in an on-line manner. 

Section 5 briefly summarizes the potential benefits and disadvantages of an on-line Met and 

T&D system for CBRN applications, while Section 6 discusses the same topics with reference to 
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the model type. In Section 7, we investigate different CBRN release scenarios to determine 

whether feedback from the plume onto the meteorology is important or not. Section 8 looks at 

the potential inconsistencies between Met and T&D models that are coupled off-line, providing 

a quantitative measure of the relevance of each issue where possible. Similarly, Section 9 

analyzes the operational, implementation, and maintenance issues aspects related to on-line 

systems to determine if they offer any advantages over off-line systems. In Section 10, we 

describe different ways to implement on-line systems and then in Section 11 we discuss 

leveraging existing codes together with an estimation of the difficulty of the task. Section 12 

addresses the issue of where to invest research dollars, while Section 13 summarizes our 

findings. 
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2 Relevance 

There is concern that the current off-line DoD environmental modeling systems may result in 

errors due to a number of issues that could be corrected by on-line approaches. Nearly all 

operational dispersion modeling systems – including DTRA's HPAC and JEM codes – are off-line 

systems, meaning the meteorological code is run separately from the dispersion code. In almost 

all cases, the Met and T&D codes were created by different developers and were modified so 

that the T&D model could accept output files from the Met code (e.g., wind, temperature, 

relative humidity, turbulence, and boundary-layer depth fields). Due to legacy issues, the Met 

and T&D models often utilize different input databases (e.g., underlying terrain, land use/land 

cover, meteorological measurements), may utilize the databases differently (e.g., determining 

surface roughness from land use/land cover), sometimes are set-up in different projections 

(e.g., Universal Transverse Mercator vs. Lambert Conformal vs. Polar Stereographic), and could 

have non-aligned grid meshes, non-synchronized time stepping, and/or inconsistent physical 

parameterizations (e.g., the turbulence scheme, the Monin-Obukhov length). In addition, off-

line codes are not efficient for handling two-way feedback between the plume and the 

meteorology. There is concern that these differences and shortcomings could lead to errors in 

plume dispersion hazard zones and there is hope that a tightly-coupled on-line Met and T&D 

modeling system would not have these errors and limitations, thus being more accurate. 

However, it is not certain how important these inconsistencies are and whether two-way 

feedback is critical for CBRN applications. In addition, there is no guarantee that an on-line 

modeling system will address these issues; and many could be addressed – potentially more 

cheaply – by off-line models. Advantages and limitations of on-line systems as compared to off-

line systems will be discussed in this report and how to implement an on-line system will be 

explored. This study is intended to provide guidance to planners about where further 

research and capability development are needed and what benefits could be expected from 

an on-line modeling system. This study might be used to make a decision on whether to even 

pursue such a system. 
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3 Definitions and Model Classification 

In the JSTO CBD Service Call for Interactive Coupling of CBRN and Environmental Models (see 

Section 1) there is an implicit assumption that a consensus exists on the definition of off-line 

and on-line modeling. For clarity, we will state the definition used throughout the report in 

Section 3.1. For background purposes, we will then proceed with a classification of Met and 

T&D models (Sections 3.2 and 3.3) to recall their principal characteristics since each model type 

has its own advantages and disadvantages with respect to on-line modeling. Section 3.4 gives 

the names of coupled models that are commonly used in the plume modeling community, and 

a subset of them will be discussed further in later sections. 

3.1 On-line and Off-line Coupled Modeling 

In the context of this study, on-line coupled modeling is defined as having the meteorological 

(Met) model and the transport and dispersion (T&D) model share information via computer 

RAM at each time step or some fixed interval. The two models are often embedded in the same 

code and run together in a single executable, but it is not mandatory. Off-line coupled 

modeling is defined as having separate codes for the Met model and the T&D model, each run 

separately as independent executables, with information being passed between the models via 

input and output files written to and read from the hard disk (see Figure 3.1).  

 

Figure 3.1. Schematic representation of the flow of information between the Met and T&D codes 
according to the off-line and on-line paradigm. 
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It is implied in the Call that on-line coupled modeling will automatically solve the issues of 

mismatched map projections, remove the errors due to spatial and temporal interpolations, 

and minimize inconsistencies between database inputs (e.g., topography and land use 

information). This is not necessarily true, as it depends on how the on-line coupled system is 

implemented and the degree of integration between the Met and T&D codes. One can imagine 

that a research team might take an existing T&D model and embed it into an existing 

meteorological code, but due to lack of time or funds, not change the models to use identical 

input databases, not modify the numerical schemes to be consistent, and/or not adopt the 

same meshes and time steps. That is, the T&D and Met models are put into the same code and 

share input and output information via RAM, but in all other respects are run equivalently to an 

off-line system. Because of this possibility, we want to distinguish between tightly-coupled and 

loosely-coupled on-line modeling systems.  

We define a tightly-coupled on-line modeling system as having Met and T&D codes using: the 

same map projection; incorporating similar numerical schemes, coordinate systems, and 

computational grids where appropriate; sharing the same databases and interpreting them 

similarly when possible; and jointly using the same physics-based algorithms if justifiable (e.g., 

turbulence schemes, Monin-Obukhov similarity schemes). In practice, all common aspects are 

harmonized in a tightly-coupled on-line modeling system. The Met and T&D codes in a 

tightly-coupled on-line system are most likely embedded in the same code or are incorporated 

in a plug-and-play architecture (see Section 10). In a loosely-coupled on-line modeling system, 

on the other hand, the Met and T&D models may use different input databases and map 

projections, dissimilar algorithms for computing identical quantities, and distinct numerical 

schemes and/or computational grids. This approach is particularly appealing when leveraging 

existing codes since it makes coupling much easier. Furthermore, the loosely-coupled approach 

is justified by the fact that there is considerable ambiguity in how much should be shared 

between codes since treating things differently between Met and T&D codes might actually be 

optimal due to the specifics of Met and T&D physics (see Section 8). 

One should also distinguish between on-line modeling systems that include or do not include 

feedback from the plume onto the meteorological fields. One might argue that if one goes to all 

the trouble of creating an on-line Met and T&D modeling system that the authors of such a 

system would put in feedback; but in fact, two well-known on-line mesoscale T&D systems 
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(e.g., TAPM and OMEGA) currently do not have the plume influencing the meteorological fields. 

In addition, the plume will influence the meteorological forecasts only for a limited number of 

CBRN scenarios (see Section 7), therefore feedback may not need to be included for specific 

applications. It should also be pointed out here that creating feedback from the plume onto the 

meteorological field will be more straight forward in an Eulerian system where the geophysical 

fluid dynamics equations and the advection-diffusion equation for concentration are solved 

simultaneously, while it may require more effort to include the feedback from a Lagrangian 

(i.e., puff or random-walk) T&D model as specific parameterizations would need to be 

developed to calculate the impact of the plume on the meteorological fields.  

Since developing a tightly-coupled on-line modeling system will likely be very time-consuming 

and expensive, and since many of the issues outlined in the Call related to map projections, 

interpolation issues, and database inconsistencies do not require an on-line coupled modeling 

system, we will strongly suggest that a tightly-coupled off-line modeling system be considered 

as an alternative. Here, the Met and T&D models are run separately, sharing information via 

input and output files written to the hard disk, but they use the same map projections, grid, and 

databases, thus minimizing interpolation issues, and use similar algorithms for solving 

parameters when possible. The one major shortcoming of the tightly-coupled off-line approach 

is that it does not include feedback mechanisms. However, as will be discussed in Section 7, 

there are many examples of CBRN plume transport problems in which feedback is expected to 

be negligible. Another potential limitation is slow run times for cases with highly varying 

meteorology that require frequent exchange of meteorological fields due to large file sizes and 

relatively slow reads and writes to the hard disk. 

Finally, we need to point out that there may be some confusion in discussing this subject with 

other atmospheric modeling communities due to the use of different definitions for off-line and 

on-line coupled modeling. For example, in the photochemical modeling community, Zhang 

(2008) has defined two types of on-line coupled models: in the first, referred to as unified 

on-line coupling, one “integrates an air quality model into a meteorology model as a unified 

model system in which meteorology and air quality variables are simulated together in one time 

step without an interface between the two models,” whereas in the second, called separate 

on-line coupling, “one couples a meteorology model with an air quality model in which the two 

systems operate separately but exchange information every time step through an interface.” 
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The unified on-line coupling approach is similar to our definition of tightly-coupled on-line 

modeling system, whereas the separation mentioned in the second case suggests the separate 

on-line coupling approach is actually closer to our definition of tightly-coupled off-line system. 

Since the codes are separate, we would call this off-line coupled modeling using our definitions 

defined above and summarized in Table 3-1. 

 

Table 3-1. On-line and off-line definitions. 

On-line Modeling Systems 

On-line Met and T&D models share information between the models via computer RAM at a fixed time 
step interval. They are often embedded in the same code, are run as one executable, but this is not 
obligatory. 

Tightly-Coupled Met and T&D codes use similar numerical schemes where possible, share the same databases and 
interpret them similarly when proper, use the same map projection, the same grid structure if 
justifiable, and share physics-based algorithms when appropriate (e.g., turbulence schemes, 
Monin-Obukhov similarity schemes). 

Loosely-Coupled Met and T&D codes developed completely separately, and little or no effort has been put into 
modifying numerical schemes, utilizing the same databases and interpreting them similarly, using 
the same map projections, and/or sharing physics-based algorithms.  

w/ Feedback Output from the T&D model is fed back into the meteorological code, typically at a time interval 
equal to the larger of the T&D or Met model time step. Feedback can be accomplished in either the 
tightly or loosely-coupled on-line modeling systems.  

Off-line Modeling Systems  

Off-line Met and T&D models are written as separate codes, are run as separate executables, and share 
information via input and output files written to the hard disk. Typically, there is no feedback from 
the T&D model to the Met model. 

Tightly-Coupled Although the Met and T&D codes were written as separate codes, significant effort has been put 
into using similar numerical schemes, sharing the same databases and interpreting them similarly, 
using the same map projections and grid structure, and sharing physics-based algorithms when 
appropriate.  

Loosely-Coupled Little or no effort has been put into ensuring consistency of the numerical schemes, databases, 
map projections, and physics-based algorithms between the Met and T&D models.  
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3.2 Meteorological Model Classification 

Because unique issues related to on-line modeling are associated with different model types, 

we will broadly classify the meteorological and T&D codes in this and the next section. 

Meteorological codes are typically categorized as either prognostic or diagnostic, the former 

having the ability to predict the future state of the atmosphere, while the latter being able to 

diagnose the current state of the atmosphere based on measurements. Prognostic 

meteorological codes typically solve the geophysical fluid dynamics and thermodynamic 

differential equations for momentum, mass, heat, and moisture numerically through a 

time-marching finite difference scheme and usually include a surface energy budget and 

radiative balance equations (see for instance Appendix D). Diagnostic codes typically 

interpolate between wind measurements onto a grid and use the mass conservation constraint 

to produce a 3D gridded wind field. Some diagnostic codes may also interpolate over 

temperature and relative humidity measurements (e.g., MINERVE, Aria Technologies, 2001), or 

may contain empirical equations to compute surface heating and cooling, boundary layer 

depth, and/or atmospheric stability. Although prognostic codes are clearly superior due to their 

physics-based capabilities, diagnostic codes are still used in the operational community due to 

their computational speed (typically 2-3 orders of magnitude faster). 

Meteorological codes are also categorized by spatial scales, ranging from global, to meso-, to 

microscale. Following the classification scheme of Orlanski (1975), the microscale includes 

horizontal extent of up to ~2 km, the mesoscale from ~2 km to ~2000 km, and the macroscale 

for > 2000 km. Since the majority of CBR plume modeling applications are applied on the micro- 

and mesoscales, we limit our discussion in this report to microscale and mesoscale models 

(although we acknowledge that there are applications where plume transport is important on 

the global scale, e.g., radioactive fallout). For simplicity we use the label mesoscale 

meteorological code, although many of the models actually cross into the macroscale, e.g., they 

are used for synoptic scale (from 800 to 8000 km) short-range weather forecasting. Due to the 

special interest of the defense, homeland security, and emergency response communities in 

CBR transport and dispersion in cities, at industrial facilities, and military bases, we focus on 

urban applications of microscale modeling. Note that our use of the expression “urban scale 

models” refers to building resolving models and not to mesoscale models with urban canopy 

parameterizations. 



 

 

27 

 

Figure 3.2. Example of a relatively small mesoscale domain showing the topography at the grid 
resolution of the meteorological model (from Brown et al., 2001). 

 

 

Figure 3.3. Example of a microscale urban domain showing street-level streamlines overlaid onto the 
3D buildings used in the flow solver and transport and dispersion calculations. 
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At the urban scale, computational fluid dynamics (CFD) codes and urban diagnostic wind flow 

solvers are included since these are often used for microscale applications, e.g., plume 

transport and dispersion in cities. CFD codes are similar to mesoscale meteorological codes in 

that they solve a system of differential equations for the conservation of mass, momentum, and 

(often) heat, but they typically do not include the Coriolis force, moisture equations, 

latitude/longitude time-of-day time-of-year dependent solar radiation schemes, surface energy 

budget equations, cloud parameterizations, etc., found in standard meteorological codes. At 

the urban-scale, however, many of these factors may not be important and hence the 

applicability of CFD codes. The urban diagnostic wind flow solvers are similar to diagnostic 

meteorological codes in that they cannot predict into the future and utilize wind measurements 

and mass conservation to solve for a 3D wind field, but they also typically include building flow 

parameterizations for street canyon vortices, upwind rotors, and downwind cavities that are 

superimposed onto the initial field before applying mass consistency.  

Within the CFD (and small-scale Met) world, we need to further break down the types of 

models into two distinct categories based on the turbulence scheme employed in the model: 

Reynolds-averaged Navier Stokes (RANS) and Large Eddy Simulation (LES). Although there are 

numerous sub-categories of RANS and LES models, the distinction that is of importance to this 

report is that a RANS CFD or Met model produces output fields that are ensemble averages (an 

average of many individual turbulent realizations), whereas a LES CFD or Met model computes 

individual realizations, i.e., a time-series of turbulent flow fields. RANS models produce 

smoother, more slowly varying time series of meteorological variables, whereas LES models 

produce rapidly varying time series over scales of seconds. LES codes take one to two orders of 

magnitude longer to run than RANS codes, primarily due to much smaller time steps and much 

smaller grid cell size required by LES to operate effectively. LES codes are therefore typically 

used for research applications, are not prevalent in operational plume modeling systems or 

mesoscale meteorological models, and are typically applied to microscale or smaller mesoscale 

applications due to small grid size requirements. However, some aspects of plume transport 

and dispersion modeling cannot be correctly or accurately accomplished with RANS models due 

to inherent limiting assumptions in the RANS turbulence parameterization, hence the 

importance of LES for a sub-set of the problem space.  
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Figure 3.4. Differences between the output of a RANS model (center) and an LES model (right) for a 
fuel injected into air at several specific points in time and compared to experiments (left). Source: 

www.transportation.anl.gov/engines/multi_dim_model_les.html  
(Courtesy of Argonne National Laboratory). 

 

In the tables below, we give brief descriptions of different types of mesoscale meteorological 

codes and urban-scale flow solvers. See Appendix D for a more in-depth discussion about 

meteorological models and Appendix F for details about specific implementations. 

 

Table 3-2. Types of Mesoscale Meteorological Models - Descriptions 

Prognostic Mesoscale Meteorological Code 

Description Prognostic models numerically solve time-dependent conservation equations for mass, momentum, heat, and 
moisture, so they can predict the future state of the atmosphere based on initial and boundary conditions. 
The equations are typically discretized onto a 3D grid and solved in a time-marching method through a finite 
volume or finite difference method. In the momentum equations, meteorological codes include terms for the 
pressure gradient force, the Coriolis force (to describe the effect of the earth’s rotation), atmospheric stability 
(i.e., density differences with height), and turbulence. The temperature equation typically includes advection 
of heat, the divergence of net radiation, heating and cooling due to condensation and evaporation of water 
vapor and droplets, as well as source/sink terms at the ground. Most mesoscale codes solve a surface energy 
budget that account for long and shortwave radiation, heat conduction into the ground, and sensible heat flux 
into the air. Atmospheric radiation equations typically include the effect of clouds on short and long wave 

http://www.transportation.anl.gov/engines/multi_dim_model_les.html
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radiation transport.  

Mesoscale codes typically approximate turbulence through an eddy diffusivity approach that is a subset of the 
Reynolds-averaged Navier-Stokes (RANS) approach commonly used in CFD modeling. Most mesoscale models 
use a so-called 1 ½ order turbulence model, where they solve a turbulent kinetic energy (TKE) conservation 
equation and may solve for a turbulent length scale diagnostically (a so-called one equation 1 ½ order 
turbulence closure) or prognostically (a two equation 1 ½ order turbulence closure). Unlike traditional 
“engineering” CFD modeling, most mesoscale models account for the effect of atmospheric stability on the 
turbulence, typically through the Richardson number. Some mesoscale models use a non-local mixing scheme 
during daytime convective conditions to account for large eddy mixing over the depth of the boundary layer 
(e.g., Pleim and Chang, 1992). 

Mesoscale codes typically have domains ranging from tens of kilometers to several thousand kilometers. 
Horizontal grid cell sizes may range from a kilometer to tens of kilometers, while vertical resolution may be on 
the order of meters near the surface and stretch to hundreds of meters or more above the boundary layer. 
Most mesoscale codes use a structured rectilinear mesh with nested grids. However, some codes have been 
developed with unstructured meshes that allow high resolution in specific regions of interest. Many different 
types of numerical schemes are employed each with advantages and disadvantages. Note that a few 
mesoscale codes were not intended for very large domains (e.g., covering half of the continental U.S. or more) 
as they do not have map projection scaling factors built into the conservation equations (see Section 8.1 and 
8.2). 

Examples MM5, WRF, RAMS, HOTMAC, TAPM, OMEGA, COAMPS 

Diagnostic Wind Code 

Description In their simplest form, diagnostic wind models read in wind measurements at different locations and 
interpolate between them onto a gridded mesh and then apply mass-conservation to the interpolated field. 
They typically minimize the difference between the observations and the computed wind field subject to the 
constraints of mass-consistency through an iterative solver. If no wind measurements are available aloft, the 
codes typically assume an idealized vertical wind profile, e.g., a power law. Many diagnostic codes include 
terrain, but diagnostic models only respond to the terrain feature through a gentle bending of the wind via 
mass-conservation. Diagnostic codes are not predictive like prognostic codes and do not solve conservation 
equations for momentum, heat, and moisture. Hence, no thermodynamically driven flows, like up- or 
downslope winds, can be produced by diagnostic codes, nor can recirculation regions produced by low 
pressure regions behind terrain obstacles. Some diagnostic codes, however, superimpose thermodynamically-
driven or pressure-induced winds onto the wind field solution based on empirically-derived algorithms that 
capture the essence of drainage winds, sea breezes, and/or mountain-induced rotors. Diagnostic wind models 
usually do not compute turbulence and/or temperature fields. Diagnostic wind models are not typically used 
on the larger mesoscale and may have a domain size of tens to hundreds of kilometers at most. Grid size may 
be tens of meters up to thousands of meters depending on the application. Diagnostic codes perform better 
with more wind measurements and in less complex terrain. 

Examples SWIFT, CALMET, ADAPT, MINERVE 

 

 



 

 

31 

Table 3-3. Types of Urban Scale Flow Models - Descriptions 

“RANS” Computational Fluid Dynamics Model 

Description Computational fluid dynamics (CFD) models are similar to prognostic meteorological codes in that they 
numerically solve time-dependent conservation equations for mass, momentum and heat. They usually use 
either finite difference, finite volume, or finite element methods. CFD codes typically do not include the 
moisture equation, the surface energy balance equations, the Coriolis force in the momentum equation, and 
the net radiation divergence and latent heat from evaporation and condensation in the heat equation. And 
unlike a meteorological code, they seldom have equations to track moisture, precipitation, and clouds, nor do 
they typically consider the diurnal and geographical variation of solar insolation. There are exceptions, of 
course: for example, Smith et al. (2001) included surface energy budget equations for building walls and 
shading of the solar insolation to buildings and the RAMS and WRF meteorological codes have been applied to 
building-scale problems.  

RANS, meaning Reynolds-averaged Navier Stokes, refers to the type of turbulence model in the momentum 
and heat equations and implies that the code produces an ensemble-averaged solution (i.e., the turbulent 
fluctuations are not explicitly calculated, only the statistics of the turbulence is computed, e.g., the standard 
deviation). The RANS types of turbulence closure is very similar to the ones used in the majority of mesoscale 
models, however, CFD codes typically do not include the effect of atmospheric stability (e.g., the Richardson 
number) in the turbulence model.  

CFD codes applied to urban problems typically have domains of a few kilometers or less, though several with 
stretched grid capabilities have been applied to problems with larger domains. Horizontal grid cell sizes 
typically range from a meter to ten meters and vertical resolution near the ground of a meter or so since they 
need to resolve buildings and streets. Many CFD codes have stretched vertical grids that they use above roof 
level. Typical domain depths are a factor of two or more than the tallest buildings in the domain.  

Many CFD codes are already on-line, since they include the advection-diffusion equation and can solve for the 
transport and dispersion of a scalar while simultaneously solving for the flow field. Specific capabilities 
associated with CBR applications may be lacking, however (e.g., multi-particle size capability, gravitational 
settling, deposition, droplet evaporation, RDD buoyant rise, dense gas slumping, two-phase thermodynamics). 
Several CFD codes are linked with Lagrangian random-walk T&D codes, typically in an off-line manner.  

Examples FLUENT, FEM3MP, CFD-URBAN, FEFLO, HIGRAD, MISKAM, RUSTIC, ENVI-MET, GexCon 

Urban Diagnostic Wind Code 

Description Urban diagnostic wind models are similar to regular diagnostic codes in that they compute a mass-consistent 
wind field interpolated from wind measurements, but they differ because they explicitly account for buildings. 
These codes typically have empirically-derived algorithms for the size and shape of recirculation regions that 
develop around or between buildings (e.g., downwind cavity, rooftop vortex, upwind rotor, street canyon 
vortex) based on building height, width and length, and building spacing. An initial wind field is then specified 
in these zones (typically some sort of back flow that would be induced by low pressure) and then the mass-
conservation constraint is iteratively applied to the initial wind field to create 3D wind fields around the 
buildings. Urban diagnostic codes are not predictive like prognostic codes and do not solve conservation 
equations for momentum, heat, and moisture. Domain sizes range from hundreds of meters to many 
kilometers. Grid size may vary from a meter to tens of meters. 



 

 

32 

Examples Micro-SWIFT, QUIC-URB, ABC, 3DWF 

LES Computational Fluid Dynamics Code 

Description Large-eddy simulation (LES) codes are nearly identical to RANS CFD codes, except for the turbulence model 
employed. LES codes directly simulate the larger-scale turbulent fluctuations and have closure models for the 
sub-grid turbulence. They solve the same conservation equations of mass and momentum, and in some cases 
for heat and moisture as well. Many RANS codes have LES options. 

LES typically requires smaller grid cell sizes and smaller time steps as compared to RANS CFD in order to 
capture the essential time-varying intermittent nature of the flow field. Results from the LES model can be 
sensitive to the inflow boundary conditions and are often hard to establish. More attention also needs to be 
paid to numerical scheme issues as compared to RANS since the numerical scheme may “dampen” the 
generation of turbulent eddies. 

Examples HIGRAD, FLUENT-LES, FEM3MP, FAST3D-CT, FEFLO, EULAG 

 

3.3 Transport and Dispersion Model Classification 

T&D models can be classified by the way they treat and solve for the advection, diffusion, and 

mixing of released materials. A first distinction can be made between Eulerian and Lagrangian 

models, wherein Eulerian methods numerically solve the discretized version of the advection-

diffusion equation on a gridded mesh using finite difference or finite element numerical 

methods and Lagrangian methods track particles or puffs through the air. Like Met and CFD 

codes, Eulerian advection-diffusion solvers can be further broken up into RANS and LES 

approaches. Lagrangian methods are further subdivided into Gaussian puff models, random 

walk models, and kernel methods.  

The Gaussian puff model tracks puffs representing aerosols or contaminant gases through the 

air using the mean wind field created from a mesoscale prognostic or diagnostic code (and in 

some cases an urban scale wind code). Puffs grow in size with time to mimic the diffusion due 

to turbulence. Concentrations within the puff are typically described by a 3D Gaussian 

distribution, the size of the puff proportional to travel time and the magnitude of turbulence. 

Random-walk dispersion models advect discrete markers that represent gases and/or particles 

through the air using the mean wind fields produced by Met and CFD codes, and simulate 

turbulent mixing through correlated but stochastic velocity fluctuations computed via a 

Markov-chain random-walk equation. The turbulent velocity fluctuation at a time step in the 
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future is a function of the velocity fluctuation at the previous time step (the memory term), a 

random component (representing the stochastic nature of turbulence), and the drift terms (to 

account for spatial gradient in turbulence). Concentrations are computed by counting the 

residence time of individual markers in a 3D grid of cells.  

To properly simulate the effect of a turbulently spreading plume, the random-walk code needs 

to release many particles. Therefore, Gaussian puff models are typically much faster than 

random-walk models because many fewer puffs need to be released since the puff growth is 

accomplished through the Gaussian equation. One of the main advantages of random-walk 

codes is their ability to more accurately handle the impact of spatially complex wind and 

turbulent fields on the plume transport and dispersion. The speed of Eulerian 

advection-diffusion solvers depends on the number of grid cells, but high resolution is required 

near the source to spatially resolve plumes resulting in a slowdown of the code. Hybrid 

techniques like the plume-in-cell approach can be used to reduce the computational burden 

close to the source while attaining a more accurate solution. 

The tables below provide an overview of different types of T&D models encountered in the 

different air pollution communities. Note that box and Gaussian plume models will not be 

considered further in this report because they are too simplistic and are not capable of 

accounting for the complex flow fields produced by Met and CFD codes. See Appendix E for a 

more in-depth discussion about T&D models and Appendix F for details about specific 

implementations. In the next sub-section, we give a short overview of coupled Met and T&D 

modeling systems that are used in the plume modeling community, as well as list CFD and 

urban diagnostic models that are used for plume transport and dispersion in cities. 

 

Table 3-4. Types of Transport and Dispersion Models - Descriptions 

Eulerian Advection Diffusion Solver 

Description Similar to how the conservation of mass, momentum, and heat equations can be discretized and solved 
numerically, so can the conservation equation for a scalar. The scalar concentration advection-diffusion 
equation describes how an airborne contaminant is transported (advected) by the mean wind and diffused by 
turbulence. The advection-diffusion solver typically uses the three components of the mean wind field 
computed by a (prognostic or diagnostic) wind model as input. Many solvers use an eddy diffusivity or K-
theory gradient diffusion turbulence model to approximate turbulent mixing. Information from the turbulence 
model in the wind code may be utilized to specify the eddy diffusivity or the advection-diffusion solver may 
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have its own algorithms. It should be noted those in the CFD community usually use a single turbulent 
diffusivity, while those in the meteorological community often use a direction dependent diffusivity (i.e., the 
vertical and horizontal diffusivities are different).  

Many CFD codes have advection-diffusion solvers built in (i.e., they are already on-line coupled codes). The 
majority of mesoscale prognostic codes do not have advection-diffusion solvers embedded in them (some 
photochemical models and the OMEGA and COAMPS model being exceptions). Some advection-diffusion 
solvers for transport and dispersion have special numerical schemes to deal with issues related to the small 
size of the plume relative to the grid size near the source.  

Advection-diffusion solvers can be adapted to account for deposition, agent decay, and gravitational settling. 
Multiple equations need to be solved for multiple particle size applications. The advection-diffusion solver can 
be modified to account for buoyancy effects (e.g., heavier or lighter than air releases) and have an additional 
advantage that the impact of the buoyancy effects could be fed back into the momentum and heat equations 
in the mesoscale code or CFD model.  

Examples OMEGA, COAMPS, FEFLO, CFD-Urban, HIGRAD, TAPM 

Lagrangian Puff Model 

Description The Lagrangian puff model tracks puffs representing aerosols or contaminant gases through the air. The puffs 
are transported using the mean wind field created from a mesoscale prognostic or diagnostic code (and in 
some cases an urban scale wind code) and grow in size with time to mimic the diffusion due to turbulence. 
The puff travels with the wind at the puff centroid; as the puff grows, the puff may be split if the winds vary 
significantly over the distance of the puff. Concentrations within the puff are described by a 3D Gaussian 
distribution, and hence they are often called Gaussian puff models. The rate of growth of the puff depends on 
the atmospheric turbulence. Different puff models have a plethora of schemes ranging from those that 
depend on travel time and atmospheric stability only to those that utilize turbulent kinetic energy and other 
turbulence information that are output by mesoscale prognostic codes.  

Puff models can be adapted to account for deposition, gravitational settling, and agent decay. Near the 
ground, the portion of the Gaussian puff below the ground can be easily mathematically “reflected” and thus 
airborne concentrations easily computed. Puff models are ideally suited to buoyant rise and dense gas 
applications, although significant modifications need to be made to the code for these applications. Gaussian 
puff approaches are rarely used at the building scale, likely due to the strong inhomogeneities in the wind 
field and the additional complication of multiple puff reflections on various horizontal and vertical surfaces.  

Examples SCIPUFF, CALPUFF, HYSPLIT, RIMPUFF 

Lagrangian Random-Walk Model 

Description The random-walk code tracks marker particles representing aerosols or contaminant gases through the air. 
The marker particles are transported using the mean wind field created from a mesoscale or urban scale 
prognostic or diagnostic code and are diffused via turbulent fluctuations created by the random walk 
equations. Typically, the random walk code solves for the lateral, longitudinal, and vertical turbulent 
fluctuating velocities at time steps smaller than the characteristic turbulent eddy time scales using a so-called 
Markov-chain equation. At a minimum, the equations include a memory term (the fluctuating velocity has the 
propensity to be the same as it was the previous time step) and a random stochastic term (the turbulent eddy 
may dissipate and the fluctuating velocity at the marker particle location will randomly change). The equations 
are written such that they produce a turbulence field that satisfies the input turbulent statistics for the 
variance of the three components of the fluctuating velocity and the turbulent dissipation rate. To satisfy the 
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so-called well-mixed condition, random-walk equations include the drift terms that are gradients of Reynolds 
normal and shear stress variables. For mesoscale applications, the vertical drift term is needed at a minimum 
to account for how the vertical turbulent fluctuation velocity variance changes with height near the ground; 
without this term, marker particles will unphysically collect near the ground. For urban applications, the drift 
terms in all three directions are needed because of the inhomogeneous nature of turbulence around 
buildings. A model containing all drift terms will require 3D inputs of the three components of the mean 
velocity, the three components of the Reynolds normal stresses, the three components of the Reynolds shear 
stresses, and the turbulent dissipation.  

Random-walk codes can incorporate gravitational settling, deposition, and particle decay, easily handle 
reflections on horizontal and vertical surfaces, and are ideal for multi-particle size problems. Equations can 
also be added for droplet evaporation and random walk codes can be used to track two phase (gas-liquid 
aerosol) releases. Random-walk codes are harder to use for dense gas and explosively-released applications, 
but some codes have been adapted with varying levels of fidelity to handle these types of problems as well. 
Random-walk codes can operate on any scale, and usually run at a much finer scale than the grid size of the 
mesoscale or CFD model used to drive the code.  

Examples SPRAY, LODI, QUIC-PLUME 

Variants 

Straight-line 
Gaussian 
Plume 

The straight-line Gaussian plume model is an analytical solution to the steady-state advection-diffusion 
equation assuming a constant wind and eddy diffusivity along with empirically-derived plume spread 
equations. The user typically inputs a source location, height, and strength, a wind speed, and a stability class 
and the model will produce a concentration at any location (x,y,z) in less than a millisecond. The plume spread 
parameters are typically a function of stability class and land-use type (rural or urban). The plume does not 
provide time-varying concentrations, nor does it account for winds that vary with height. Examples include 
ALOHA, ARISTATEK, and EPA ISC. 

Segmented 
Gaussian 
Plume 

This model is an extension of the straight-line Gaussian plume model. It allows for the plume centerline to 
vary spatially in response to spatially-varying winds. The plume centerline is approximated by a bunch of line 
segments of some finite distance that each parallel the local wind. The segmented Gaussian plume model uses 
the straight-line solution the line segment of interest and blends the solution with the upwind solution 
typically using a virtual source approach. It is a fast-running code only marginally slower than the straight-line 
approach, and requires a wind field as input. Like the straight-line approach, the segmented Gaussian plume 
model does not provide time-varying concentrations, nor does it account for winds that vary with height. 
Examples include: BERT and CBP. 

Kernel Model The Kernel model is in between a random-walk code and a puff model. It uses the random-walk equations, but 
rather than tracking discrete particles that occupy no volume, it tracks puffs that grow with time. Close to the 
source, the approach behaves similar to a random-walk code, and far from the source it behaves like a puff 
model. The advantage of the Kernel method over the random-walk approach is that fewer particles need to be 
released to obtain a smooth concentration field, thus the code runs faster. Due to its random nature, the puffs 
can “hop” streamlines, an improvement over typical puff models. The Kernel approach has many of the same 
limitations as the Lagrangian puff model as described above. Examples include RAPTAD and TAPM.  

Gaussian Slab 
Model 

The Gaussian slab model is a variation on the puff model. The puff is cut up into slabs vertically, and grows like 
a Gaussian puff in the horizontal direction. The advantage of this approach is that it easily accounts for wind 
direction and speed changing with height. An example includes Ludwig (1977).  
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Dense Gas 
Slab Model 

The dense gas slab model is specialized for heavier-than-air dense gas releases. It has equations that account 
for the initial slumping and lateral growth of the plume due to gravitational effects. Some have modified 
growth algorithms due to reduced turbulence inside the cloud and reduced wind-caused movement due to 
inertial effects. Many models have difficulties transitioning to neutral gas plumes after adequate mixing. 
Examples include SLAB, ARISTATEK, ALOHA. 

Plume-in-Cell The plume-in-cell technique is embedded in Eulerian advection-diffusion models that are used in the 
photochemical modeling community to track the chemical evolution of air pollution from both area sources 
(e.g., vehicle emissions) and point sources (e.g., factory smoke stacks) over relatively large metropolitan areas. 
At the grid cell scale, a plume or puff model is used to approximate the T&D from the point source at fine 
resolution, and the concentrations are interpolated to the nearby grid cells for use by the advection-diffusion 
solver on the full-domain. In photochemical models without the plume-in-cell approach, the point sources are 
instantaneously diluted over the grid cell and thus the model underestimates the local concentrations around 
the smoke stack. The plume-in-cell approach solves two problems of Eulerian codes: 1) there is no need for 
high-resolution grids close to the source allowing the code to run faster; and 2) it avoids sharp gradients from 
a single strong source, which can cause unwanted oscillations (Gibbs phenomena). An example of a plume-in-
cell approach is that used in the DREAM code (Brandt et al., 1998). 

 

 

Figure 3.5. Gaussian plume model concentration contours (left) and equation (right). 
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Figure 3.6. Depiction of a Gaussian puff model being advected with the mean wind and growing in size 
with time due to turbulent diffusion. 

 

 
Figure 3.7. Components of the random-walk transport and dispersion model. 

 



 

 

38 

 

Figure 3.8. Components of the Eulerian advection-diffusion solver. 

 

3.4 Examples of Atmospheric Transport and Dispersion Models Used in the 
Plume Modeling Community 

There are a dozen or more well-respected commonly used transport and dispersion models 

that are linked to mesoscale meteorological codes. These include: 

• DTRA’s SCIPUFF-SWIFT and SCIPUFF-MM5/WRF codes (Aria Technologies, 2001; Deng et 

al., 2004; Sykes et al., 2008); 

• CSU/ATMET’s RAMS/HYPACT codes (Walko et al., 2001); 

• YSA’s and LANL’s HOTMAC/RAPTAD codes (Williams and Yamada, 1990); 

• NOAA’s HYSPLIT code that has been adapted to run with several different 

meteorological codes (Draxler and Hess, 1987) 

• RISO’s RIMPUFF/LINCOM codes (Mikkelsen et al., 1984); 

• SAIC’s OMEGA/ADM codes (Bacon et al., 2000; Bacon, 2003); 

• LLNL’s WRF/LODI and ADAPT/LODI codes (Nasstrom et al., 2000; Sugiyama et al., 2012); 
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• NRL’s COAMPS ocean-atmosphere model linked with DTRA’s SCIPUFF code (Hodur, 

1997; Nachamkin et al., 2007) and an Eulerian concentration solver (Liu et al., 2007); 

• TRC’s CALMET/CALPUFF codes (Scire et al., 2000); and, 

• CSIRO’s TAPM codes (Hurley et al., 2005). 

Most of the meteorological codes and T&D codes are run in off-line mode, exceptions being the 

OMEGA/ADM, COAMPS and TAPM codes (these three modeling systems are discussed further 

in Appendix G). The majority of T&D codes were developed separately, are run individually in 

sequence (i.e., they are distinct executables), are linked via input-output (I/O) files written to 

and from the hard disk (i.e., the Met model provides many of the input fields that are required 

by the T&D model or a preprocessor converts the Met data), and frequently utilize different 

types of terrain, land use/land cover databases, and meteorological databases or, if they are 

the same, interpret them differently. The SWIFT, LINCOM, ADAPT, and CALMET codes are 

diagnostic (i.e., they diagnosis the current state of the atmosphere based on measurements), 

while MM5, WRF, RAMS, HOTMAC, OMEGA, COAMPS, and TAPM are prognostic mesoscale 

meteorological codes (able to predict the future state of the atmosphere). The majority of the 

T&D codes are Lagrangian (split between puff, kernel, and random-walk approaches). Both 

OMEGA and COAMPS have on-line options with an Eulerian-based scalar concentration 

advection-diffusion solver.  

At the urban scale, computational fluid dynamics (CFD) codes and urban diagnostic wind flow 

solvers are included since these are often used for microscale applications, e.g., plume 

transport and dispersion in cities. There are literally thousands of commercial, government, and 

university developed CFD codes, but only a few dozen or so are being actively used for urban 

transport and dispersion problems. Some of the more well-established codes include ANSYS’s 

FLUENT (Fluent Inc., 2005), Environment Canada’s UrbanStream/GEM-LAM/Urban-LS suite 

(Lien et al., 2008), NRL’s FAST (Patnaik et al., 2007), LLNL’s FEM3MP (Calhoun et al., 2005), 

CFDRC’s CFD-URBAN (Coirier et al., 2005), GMU’s FEFLO (Camelli and Lohner, 1999), LANL’s 

HIGRAD (Smith et al., 2001), Lohmeyer’s MISKAM (Lohmeyer et al., 2002), and ITT’s RUSTIC 

(Burrows et al., 2007). Many of the CFD codes are on-line coupled models since they can 

simultaneously solve the equation for the scalar concentration field (the advection-diffusion 

equation) along with the Navier-Stokes fluid flow equations. Most of the CFD codes listed, 

however, do not have a full suite of specialized algorithms for handling the special physics 
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associated with chemical, biological, and radiological (CBR) releases. A number of diagnostic 

wind models have been adapted for urban applications, e.g., LANL’s QUIC (Pardyjak and Brown, 

2007); Aria Technology’s Micro-SWIFT-SPRAY (Tinarelli et al., 2004); U.S. ARL’s 3DWF (Wang et 

al., 2010); IIBR’s urban code (Kaplan and Dinar, 1996). Although they do not allow direct 

feedback from the T&D models since they are not full-physics codes, their computational speed 

and ease-of-use make them a candidate for either tightly-coupled off-line or on-line modeling.  

To our knowledge there are no operational large eddy simulation (LES) CFD codes used for 

urban transport and dispersion, however, they are being used for retrospective studies and 

planning applications at the urban scale (e.g., Camelli and Lohner, 1999; Patnaik et al., 2007; 

Smolarkiewicz et al., 2007). Hence, we list LES models in this section because they have distinct 

advantages over the so-called Reynolds-averaged CFD approaches since 1) they explicitly 

account for atmospheric and plume variability due to turbulence, 2) the availability of 

“supercomputers” is much more common these days so that LES for CBR applications might be 

a viable option in the near future, and 3) many of the CFD codes listed above have LES options 

and several groups have run them in this mode for urban scale applications. 
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4 Review of Prior On-line Modeling Efforts in Other Communities 

Even though this study is focused on CBRN releases, other communities involved in 

atmospheric contaminant transport and dispersion for other applications have worked on or 

are considering on-line systems as well. For example, Baklanov et al. (2008) provide a review of 

on-line coupled models in the European photochemical modeling community (note that many 

are tightly-coupled off-line models in our classification scheme). Those that are on-line by our 

definition include Enviro-HIRLAM (Danish Meteorological Institute, Baklanov et al., 2008), 

COSMO LM-ART (Institute for Meteorology and Climatology, FZ Karlsruhe, Germany, cosmo-

model.cscs.ch), and MCCM (Institute of Atmospheric Environmental Research at FZ Karlsruhe, 

Germany, Suppan et al., 2008). The review of Zhang (2008) lists the following on-line mesoscale 

codes in the American modeling community: COAMPS (U.S. Navy, NRL, 2003), OMEGA (SAIC, 

Bacon, 2003), and WRF-Chem (NCAR and many other organizations, Grell et al., 2005; 

Skamarock et al., 2008). The Australian mesoscale T&D code TAPM (CSIRO Marine and 

Atmospheric Research Group, Hurley et al., 2005; Hurley, 2008) is also on-line.  

In this section, we will discuss some fields of application of on-line systems, namely air quality 

studies (Section 4.1), global climate models (Section 4.2), forest fire modeling (Section 4.3), 

mesoscale plume T&D (Section 4.4), and CFD models (Section 4.5), to learn how on-line 

coupling has been realized and its benefits for specific applications and release scenarios. These 

sections also offer information related to why the developers chose the on-line approach and 

what difficulties they encountered linking the codes in an on-line fashion. 

4.1 Regional Photochemical Modeling 

In the regional photochemical community, on-line systems were (and are currently being) 

developed primarily to improve the reliability of the air quality predictions through the 

inclusion of two-way feedback mechanisms. The study of feedback from the air pollution onto 

the radiative energy balance and meteorology was, for instance, one of the main reasons that 

drove the development of an on-line version of WRF and CMAQ at the U.S. Environmental 

Protection Agency (U.S. EPA) (Wong, 2013, personal communication). In this community, many 

studies have in fact demonstrated the existence of a two-way interaction between air 

pollutants and meteorology on both short-term forecasting and climatic time scales. While the 

weather determines the transport of the emitted pollutants, their concentration, especially in 
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the case of aerosols, influences radiative forcing and meteorological events such as 

precipitation and thunderstorms through the availability and distribution of cloud condensation 

nuclei. Zhang (2008) reports a number of examples about direct, semi-direct, and indirect 

effects of aerosols on the weather while Baklanov et al. (2010), among others, showed that 

aerosol radiative forcing can result in significant changes in regional atmospheric dynamics.  

On-line regional air quality models usually involve the following one-way or two-way coupling 

(Zhang, 2008): 

• meteorology drives pollutant transport; 

• meteorology and time-of-day impacts radiation flux which regulates photochemical 

reactions; 

• pollutant levels modify the radiation budget and heating rates which alter surface 

temperature which then affects meteorological circulations; 

• pollutant levels also modify the radiation budget and alter photolysis rates that drive 

photochemical reactions; 

• meteorological circulations alter pollutant transport; and, 

• photochemical reactions and modified pollutant transport alter the pollutant levels of 

specific species and particle sizes. 

Zhang (2008) further breaks down and categorizes the type of aerosol feedbacks as: 

• direct effect: a reduction of downward solar radiation; 

• semi-direct effect: a decrease in surface temperature and wind speed but an increase in 

relative humidity (RH) and atmospheric stability; 

• first indirect effect: a decrease in cloud drop size but an increase in drop number via 

aerosols serving as cloud condensation nuclei (CCN); and, 

• second indirect effect: an increase in liquid water content, cloud cover, and lifetime of 

low level clouds but a suppression or enhancement of precipitation. 

Currently, most of the coupled photochemical meteorological models do not consider feedback 

mechanisms or include only simple direct effects of aerosols on meteorological processes in 

which aerosols scatter, absorb and reemit incoming shortwave radiation (e.g., COSMO LM-ART 

and MCCM). According to Baklanov et al. (2008), only two mesoscale on-line integrated 
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modeling systems (i.e., WRF-Chem and Enviro-HIRLAM) consider both the first and the second 

indirect feedback. We will discuss these models further in Section 10.3. 

There are also other factors supporting the realization of on-line modeling systems and they 

were investigated in studies by Byun (1999a-c) and Zhang (2008) and previous research 

projects, such as the FUMAPEX (Finardi et al., 2004; FUMAPEX, 2006), COST 728 (Baklanov et 

al., 2008), and MEGAPOLI (Baklanov et al., 2010). In the context of photochemical modeling, 

Baklanov et al. (2008) listed the following advantages for the on-line approach: 

• only one grid for both the Met and scalar concentration advection-diffusion solver; 

• no interpolation in space and time; 

• identical physical parameterizations and numerical schemes, i.e., no inconsistencies; 

• availability of all 3D meteorological variables at the right time, i.e., each time step; 

• possibility to consider feedback mechanisms, e.g., aerosol forcing; and, 

• no need for meteorological pre/post-processors (Kukkonen, 2013, personal 

communication). 

It should be noted that the on-line modeling approach does not guarantee that these benefits 

will all be present for a specific system. A research group can indeed choose to harmonize 

certain aspects but not others. Zhang (2008) refers to these systems as having different 

“degrees of coupling,” varying from “slightly-coupled to moderately- or significantly-, or fully-

coupled.” 

The aforementioned advantages are well-founded for most photochemical modeling 

applications, but they might not be valid in all cases for CBRN applications. For example, in the 

case of a source emission covering a large area, using only one grid for T&D and meteorological 

calculations is advantageous and feasible because the meteorology and the transport and 

dispersion evolve over similar spatial scales. However, many CBRN T&D plumes are relatively 

small relative to a mesoscale atmospheric model horizontal grid cell size and will require much 

higher resolution to be adequately resolved. 

Baklanov et al. (2008) also reported some advantages of the off-line approach, namely: 

• the possibility of independent parameterizations; 

• more suitable for ensembles activities; 

• easier to use for the inverse modeling and adjoint problem; 
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• independence of atmospheric pollution model runs on meteorological model 

computations; 

• more flexible grid construction; and, 

• suitable for emission scenarios analysis and air quality management. 

The advantages and limitations provided by Baklanov et al. (2008) correspond with many that 

we will enumerate in Section 5. However, we have also listed many caveats and issues specific 

to CBRN applications and these will be discussed further in Sections 7 and 9. 

In order to better understand the challenges faced when building an on-line system, we 

interviewed two experts that led or helped in the development of an on-line modeling system: 

Dr. Brian Sørensen from the DMI recounted his experience with the Enviro-HIRLAM system and 

Dr. David Wong from the U.S. EPA described the WRF-CMAQ coupling. The effort to introduce 

the passive tracer advection first and the chemistry later into HIRLAM, the short-range weather 

forecast system developed at the Danish Meteorological Institute, is an example of coding a 

new advection-diffusion solver for tracers into an existing meteorological code leveraging the 

advection-diffusion solvers already found in the meteorological code. WRF-CMAQ, on the other 

hand, is an example of taking an existing Met code and an existing air quality code and merging 

them into an on-line system.  

Sørensen (2012, personal communication) one of the developers of the Enviro-HIRLAM code 

wrote that: “The first part was to include the additional tracers (as passive tracers). In the 

(original) model, we have four advected species; humidity, cloud water, cloud ice, and TKE, these 

are all advected with the same scheme (traditional non-conserving semi-Lagrangian). The array 

holding cloud ice and TKE was simply increased in size from (x,y,z,2) to (x,y,z,34) to include the 

additional tracers. They are then advected by the same numerical scheme. This was/is rather 

straightforward in most models, as it is "just" a matter of either changing the size of some 

arrays or adding new ones in the code. Of course one needs to modify the code in several places 

and make sure that scripts and input and output files are also changed. This should require only 

minor changes/additions to the meteorological code (if any). The second step was to include a 

chemical scheme (in our case), which is often developed independently (we use a condensed 

CBM-Z scheme), this then requires emissions (input files), and some interpolation routines in 

both space and time. To include the chemistry scheme (or other type of scheme), should again 

mainly be additions to the existing code and "just" be coding. However, since it is an on-line 
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integrated model we would like to be able to include feedbacks, and these feedbacks will 

generally be direct modifications of the meteorological code, which can demand completely new 

schemes to take the effects into account.” 

For WRF-CMAQ – an example of an on-line system realized from existing models – the two 

models were put together to study feedback mechanisms and the effort required to couple 

them was estimated as 3 to 4 months of work for one person (Wong, 2013, personal 

communication). Contrary to the previous example, in this case the codes were kept separate 

from each other, but compiled into one executable and made to exchange data through the 

RAM to speed-up the I/O. The main reason was to limit the amount of coding changes to a 

minimum (Wong, 2013, personal communication). The main “surprise” encountered in the 

coupling was that new bugs were found despite the fact that WRF and CMAQ had been run off-

line for a long time. A similar experience has also been reported by Michalakes (2010), the lead 

of WRF Software Architecture, Standards, and Implementation (Working Group 2), with respect 

to coupling WRF on-line with other codes: “Be ready to be surprised at the many new ways 

coupled modeling systems can fail or just be weird.” At present, the USEPA is planning to run a 

twenty-year case with the on-line system using historical data to test the system reliability after 

having successfully completed a one-year simulation. See Appendix G for a more detailed 

description of the on-line system. 

4.2 Global Climate Modeling 

Similar to the reasons in the regional photochemical modeling community for pursuing on-line 

models, global climate models (GCM’s) use the on-line approach to efficiently account for the 

feedback of greenhouse gases and aerosols onto the radiation balance, the atmospheric and 

surface energy budget, and the meteorology (e.g., Houghton et al., 1996; Cox et al., 2000).  

Larson et al. (2005) discussed how coupled global climate modeling systems can be designed 

and coded in different ways and each strategy has its own strengths and weaknesses. They 

wrote that the main aspects to consider in the choice of the coupling technique are the physics 

of the problem, the needed solution accuracy, and the elements of software implementation. 

According to Larson et al. (2005), the physics of the problem determines: 

• the connectivity, i.e., the model-model interactions determined by the physics and 

solution algorithms of the coupled system (e.g., ocean and atmosphere interactions); 
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• the domain overlap, i.e., the simulation space across which two or more models must 

exchange either driving or boundary condition data, which may be as simple as subsets 

of physical meshes, or as complex as interactions across spectral spaces or between 

Eulerian and Lagrangian models (e.g., the evaporation rate from the ocean model is a 

source term for the atmospheric model); 

• the coupling cycle, i.e., the period over which all models in the system exchange data 

(e.g., hourly, daily); 

• the coupling frequency, i.e., the temporal exchange rate for a given model pair; and, 

• the “tightness,” i.e., the ratio of the effort (e.g., wall-clock time) spent by a component 

executing model-model interactions vs. integrating the model mass, momentum, and 

energy conservation equations (e.g., time spent transferring data between models over 

a distributed-memory multiprocessor network vs. computing the finite difference 

equations). 

They identified the following software implementation characteristics to consider: 

• component scheduling, i.e., the order of execution for the individual models in the 

coupled system, which can be sequential, concurrent, or a combination thereof; 

• resource allocation, i.e., the number of processors and threads allocated to each 

component in the system; 

• number of executables, i.e., the number of executable images in the coupled system – 

either single or multiple executables; and, 

• coupling mechanism, i.e., the way models exchange information, either directly or 

through an intermediate entity (e.g., a pre-processor, a centralized server). 

Independent of the coupling strategy, they described the following additional issues that need 

to be addressed when linking models (Larson et al., 2005): 

• data structures, i.e., two modules that need to exchange data can have different 

internal data structures. This is true, for instance, any time two modules were 

developed independently from different groups and then forced to work together; 

• data transformation, i.e., the spatiotemporal interpolation from an original to a target 

grid and variable transformation to infer the set of physical quantities required by the 
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target module starting from a different set of variables. In case of a distributed memory 

parallel program, distributed inter-grid interpolation algorithms are needed; and, 

• data transmission, i.e., the act of moving data from one module to another. In a 

distributed memory parallel program, data could be decomposed differently on 

different sets of processors, therefore they will need to be transmitted from the original 

network node to the target node(s) potentially resulting in performance degradation. 

We will tackle many of the issues brought up by Larson et al. (2005) in our sections on feedback 

mechanisms, consistency issues, implementation issues, and leveraging existing models 

(Sections 7 to 11).  

Soden and Held (2006) performed a comprehensive study on the importance of climate 

feedbacks on surface temperature and radiative flux at the top of the atmosphere in fourteen 

coupled ocean-atmosphere modeling systems. They write that “… because calculation of model 

feedbacks can be both time consuming and computationally demanding, it has been difficult to 

get a reliable comparison of the strength of climate feedbacks between models.” This issue may 

explain why in our own review on the importance of CBRN plume feedbacks onto the 

meteorology in Section 7 we have found relatively little quantitative information. 

4.3 Forest Fire Modeling 

One of the main reasons forest fire models have been coupled to Met models is to track the 

downwind plume and to account for feedback, i.e., to model the following phenomena: 

• the injection of aerosols into the atmosphere with the consequent direct and indirect 

modification of the atmospheric radiative transfer. Direct effects include the absorption 

and scattering of both the solar radiation and the long-wave radiation, thus altering the 

energy budget at the Earth’s surface. Indirect effects accounts for the influence of 

aerosol on clouds, i.e., on their lifetime and albedo, the droplet size and number, and 

the precipitation amount (Ramachandran et al., 2009); 

• the modification of the prevailing temperature, pressure, and moisture on both local 

and regional scales because of the release of water vapor as well as sensible and latent 

heat from the fire. Short- and long-wave radiation released by the fire is absorbed by 

gaseous and particulate combustion products as well as by other atmospheric gases. 

The degree of coupling between the fire and the atmosphere can be described in terms 
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of the convective Froude number, i.e. the ratio between the kinetic energy of the air 

and the potential energy provided by the fire (Clark et al., 1996). If the square of the 

Froude number is larger than unity, the flow does not respond strongly to the heat 

supplied by the fire, whereas for values lower than unity the fire can force its own 

circulations; and, 

• the changes in the chemical composition of the atmosphere due to both the injection of 

aerosols and the chemical reaction between the emitted compounds and those already 

present in the atmosphere (e.g., formation of secondary organic aerosol particles by 

gas-to-particle conversion, oxidation of hydrocarbon compounds). 

Gurer and Georgopoulos (2001) have implemented a prognostic fire model within the RAMS 

version 3b mesoscale meteorological code. In particular, the fire module calculates the sensible 

and latent heat fluxes released from the surface as a function of the vegetation burned by the 

fire as the fire progresses over time and passes this information to RAMS. Gurer and 

Georgopoulos (2001) added additional scalars into the RAMS, such as CO2, non-methane 

hydrocarbons, and total suspended particulate to simulate their transport and dispersion. Dr. 

Kemal Gurer (2012, personal communication) described the process as: “From modeling point 

of view, the RAMS is a very user friendly model, so adding my own code to modify the 

calculation of sensible and latent heat fluxes as a function of time was not difficult, but took 

some time to build into the model.” The effort to introduce the fire model into RAMS was 

estimated to be from four to five months of work, including coding, testing, and writing the 

documentation (Gurer, 2013, personal communication). 

4.4 Mesoscale Plume T&D Modeling 

In the traditional mesoscale plume T&D modeling community, there are several systems that 

are on-line, including COAMPS, OMEGA, and TAPM. The Navy’s COAMPS code is the only one 

that includes aerosol feedback on the cloud microphysics with plans for further integration with 

radiation balance schemes (Westphal et al, 2011). This is based on their need to account for the 

impact of emissions of volcanoes, fires, and dust storms on regional weather to predict the 

reduction in visibility in support of military operations (NRL, 2003). OMEGA and TAPM are 

tightly-coupled on-line modeling systems that do not currently include plume feedback onto 

the meteorological fields, but according to their developers they wish to do so (Bacon, 2012, 

personal communication; Hurley, 2012, personal communication). We provide a brief 
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description of these three models along with several tightly-coupled mesoscale T&D off-line 

models in Appendix G. Since COAMPS and OMEGA are already on-line and supported by U.S. 

Government agencies, they are codes that could be leveraged for a CBRN on-line modeling 

system. In Section 11, we discuss their current CBRN capabilities and what it might take to 

improve their capabilities. 

Note that one could interpret the lack of on-line coupled CBRN plume models with feedback 

mechanisms as indicative of the lack of importance of including them on the resultant transport 

and dispersion. Alternatively, one could assume that it only reflects the historical isolation of 

the Met and T&D model development communities. We will discuss in-depth the need for 

plume feedback into the meteorological codes for different CBRN release types in Section 7. 

4.5 CFD T&D Modeling 

Many CFD models are already on-line in that they have an advection-diffusion solver integrated 

with their Navier-Stokes solver. Many CFD codes also include a heat conservation equation, so 

that the feedback of the thermodynamics and density effects onto the momentum equations 

for positively or negatively buoyant releases (e.g., dirty bomb, chemical dense gas release, fire 

emissions) can be accounted for in the simulation. In Section 7, many CFD modeling studies will 

be described in which a specialized CFD modeling system was applied to, for example, a dense 

gas release (e.g., Ermak et al., 1982), a liquid pool fire (e.g., Argyropoulos et al., 2010), a nuclear 

explosion (e.g., Kanarska et al., 2009), or a forest fire (e.g., Linn et al., 2005). However, many 

CFD models do not have a full-suite of CBRN capabilities, nor do many include atmospheric 

phenomena such as radiation balance and surface energy budget equations, surface layer 

similarity parameterizations, atmospheric stability effects, atmospheric turbulence schemes 

that include the influence of stability, moisture effects, and so on.  

As mentioned in Section 3.2, a handful of CFD codes have been adapted to outdoor urban-scale 

transport and dispersion modeling (e.g., Camelli and Lohner, 1999; Smith et al., 2001; Coirier et 

al., 2005; Smolarkiewicz et al., 2007). Many of these urban T&D CFD codes operate on-line with 

the advection-diffusion solvers and some interface also (or only) with an off-line Lagrangian 

random-walk model. In Section 11 below, we provide descriptions of two of these models in 

order to assess their capabilities related to CBRN modeling, on-line suitability, and feedback 

options. The first is the on-line FAST3D-CT large eddy simulation code (Patnaik et al., 2007), and 

the second is the off-line MESO-RUSTIC RANS code (Roney et al., 2010). Both codes are 
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supported by U.S. Government agencies, include some CBRN modeling capability, and are 

actively being developed, but have distinctly different methods of handling turbulence.  



 

 

51 

5 Overview of On-line Modeling Benefits and Disadvantages 

In this section, we provide a brief synopsis of the problems that on-line coupled Met and T&D 

modeling might solve, issues that should be carefully considered, and difficulties that might 

arise. Each of the topics will be addressed in more depth in the sections to follow, including 

examples from the literature and quantification of benefits where possible. As will be made 

clear here, the relevance of some topics depends on the type and/or size of the release, the 

scale (i.e., mesoscale vs. urban scale applications), the requirements of the application, and the 

type of T&D model chosen for the coupling (i.e., Eulerian vs. Lagrangian) among other things. 

Plume-to-Met Feedback. Two-way feedback between the plume and the meteorology requires 

large amounts of I/O to be passed between the models at frequent time intervals. Depending 

on the quantity of data, this can have an adverse impact on the run-time of an off-line modeling 

system. On-line coupling allows for a faster transfer of information via RAM. However, it is not 

trivial to implement the feedback loop, especially for Lagrangian T&D models. In the air quality 

and global climate change communities, feedback between the airborne contaminants and the 

meteorology is the main reason for pursuing on-line modeling systems. However, due to the 

relatively small size of many CBRN releases, there are only a few examples of significant plume 

feedback onto the mesoscale meteorology. At the urban scale, there may be some feedback for 

specific source term types, but many T&D models parameterize these feedbacks internally. For 

research applications, in which the impact of plume-to-met feedback is being investigated 

and/or parameterizations are being developed, an on-line system is essential. These issues are 

explored further in Section 7 for different CBRN release scenarios. 

Consistent Map Projections. Use of different map projections by the Met and T&D models 

implies a need for interpolating data between grids and can lead to plume transport errors at 

the mesoscale. The on-line approach, however, does not guarantee consistent map projections 

between the Met and T&D models, especially when leveraging existing codes. Nevertheless, 

embedding the Met and T&D models in the same code will force developers to think about this 

issue. On the other hand, consistent map projections could be obtained with a tightly-coupled 

off-line modeling system for likely far less effort than building an on-line system. In Section 8.1, 

we discuss the impact of inconsistent map projections. 
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Consideration of Map Parameters. Map scale factors correct the governing atmospheric 

conservation equations to account for the distance errors introduced by map projections. 

Convergence factors correct for the difference between true north and grid north that is 

introduced when projecting the numerical grid mesh onto a flat map. Convergence factors (or 

angles) are used to correct the model-computed winds when comparing to real-world wind 

measurements that are referenced to true north or when importing real-world wind 

measurements into a model. Consistency in interpretation of the wind fields between the Met 

and T&D modeling systems is crucial for both on-line and off-line modeling systems. The map 

scaling and convergence inconsistencies will not be solved automatically by going to an on-line 

approach. However, adding an Eulerian scalar concentration advection-diffusion solver into a 

Met code that already has scaling and convergence factor corrections will be the easiest way to 

produce a system that is consistent. At the mesoscale, we recommend that both map scale and 

convergence corrections be included in the Met and T&D modeling systems for good coding 

practices, even if our analysis in Section 8.2 suggests that it may not significantly affect plume 

transport in many cases. At the microscale, map scale factors are not important, but 

convergence factors should be incorporated into modeling systems with map projections. 

Consistent Vertical Coordinate Systems. For Eulerian Met and T&D models, vertical 

interpolation of meteorological fields will be required in case of inconsistent vertical coordinate 

systems. The errors introduced through interpolation will depend on the differences in the 

vertical grid coordinate systems, the difference in resolution of the source and target grid, and 

the meteorological conditions. Depending on the interpolation scheme, the interpolated wind 

field may violate mass-consistency. Studies have shown that plume transport can be altered at 

the mesoscale when vertical interpolation of the wind fields is required. On the other hand, in 

order to accurately resolve the plume may require very high resolution near the ground, but 

the Met model may not be able to be run at such high resolution due to operational time 

constraints, hence inconsistent vertical grids may be desired depending on accuracy and time 

constraint requirements. See Section 8.3 for further analysis of the interpolation error 

introduced by inconsistent vertical coordinate systems at the mesoscale and discussion on 

when a different vertical resolution between the Met and T&D model may be desired. 

Consistent Horizontal Grid Mesh. In an Eulerian system, inconsistent horizontal gridding 

between the dynamic flow solver and the scalar concentration advection-diffusion solver will 
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require interpolation from the Met grid to the T&D grid resulting in errors in the plume 

dispersion at the mesoscale and urban scale. The inconsistent gridding may result from 

different grid spacing, non-aligned grid meshes, or mismatched grid stencils. The on-line 

approach does not guarantee consistent gridding between the Met and T&D models, especially 

when coupling existing codes. At the mesoscale, one will likely desire coarser resolution for the 

Met model to run fast and finer resolution for the T&D model to better resolve the plume. This 

issue is usually not relevant for Lagrangian T&D models. In Section 8.4, we describe the 

advantages and limitations of consistent horizontal grid meshing in more detail and summarize 

some studies that have looked at the impacts of horizontal grid interpolation on plume 

transport and dispersion.  

Consistency of Time Steps, I/O Exchange, and Time Scales of Meteorological Variation. When 

meteorology changes rapidly, plume transport will not be correctly calculated if the output of 

the meteorological fields is at a lower frequency than the timescale of the meteorological 

variation. On-line coupled models – owing to I/O exchange via RAM – can handle updating the 

T&D code with Met information at high temporal frequency without a significant run-time 

penalty as would occur for off-line models. Note that this is the main reason for LES models 

applied to studying the turbulent variability of a plume being on-line. This issue is relevant for 

both the meso- and microscale and for both Eulerian and Lagrangian T&D models. Mass-

consistency can be lost in the temporal interpolation process as well and is particularly an issue 

for Eulerian T&D models. For on-line systems, it is easier to ensure that the Met and T&D 

models have time steps that are multiples of each other so as to avoid interpolation. In Section 

8.5 we examine the various issues related to time synchronization and investigate the potential 

impacts on the transport and dispersion. 

Consistent PDE Numerical Schemes. In an Eulerian system, inconsistent numerical schemes for 

solving the partial differential equations (e.g., finite difference/element) may result in mass and 

momentum conservation errors between the Met and T&D models. However, the on-line 

approach does not guarantee that consistent numerical schemes will be used, especially when 

existing independently developed codes are merged together. On the other hand, for best 

results, one might actually want the numerical schemes for the atmospheric code and the 

advection-diffusion solver to be different due to specific considerations for plumes (strong 

spatial gradients, reduction of numerical diffusion, positive definiteness, i.e., non-negative 
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concentration, requirements). This issue is not relevant for Lagrangian T&D codes. Discussion 

on the advantages and disadvantages of having the same numerical scheme versus a different 

scheme for the Met and T&D model will be discussed in Section 8.6.  

Satisfying Mass-Consistency. For Eulerian T&D models, the violation of mass-consistency 

corresponds to a fictitious sink or source of mass. The wind field mass-consistency can be lost 

due to temporal and spatial interpolation and because different numerical schemes are used by 

Eulerian Met and T&D codes. In theory, the mass-consistency issues should be more 

straightforward to solve in an on-line system, since time stepping, grids, and numerical 

algorithms may be easier to harmonize. However, this issue is not automatically solved by 

having an on-line system and when coupling existing models may require a significant amount 

of recoding to make them consistent. As discussed earlier, there are good reasons to have 

different grids and/or numerical schemes in the Met and T&D models and these need to be 

weighed against the advantages of making them consistent. Another issue to consider is that 

forcing mass conservation after spatial or temporal interpolation can introduce spurious 

vertical velocities. This is also an issue for Lagrangian T&D models. Further discussion is found in 

Section 8.7. 

Consistent Databases. If the Met and T&D models use different databases (e.g., terrain, 

land-use), there may be inconsistencies in how the meteorology and the plume respond to the 

underlying terrain. The on-line approach does not guarantee consistent databases, however, 

but will force developers to consider this issue more closely. Consistency of databases could 

also be satisfied with tightly-coupled off-line models. As discussed in Section 8.8, consistency of 

databases does not guarantee a more accurate simulation since results also depend on how the 

databases are processed and interpreted; furthermore, there might be reasons intrinsic to the 

Met and T&D model algorithms for using distinct databases (e.g., lack of particular LULC 

categories in one specific database). 

Consistent Topographical Smoothing. Some Met models internally smooth topography in order 

to obtain stable solutions. Off-line plume codes may unknowingly use unsmoothed topography, 

thus resulting in mass-consistency issues, especially at the mesoscale where significant 

topographical features can be present in the domain of interest. Such an issue would be more 

apparent in an on-line system and thus less likely to occur. In Section 8.9, we provide examples 

of Met models that smooth topography and estimate the potential impacts on plume T&D. 
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Consistent Interpretation of Databases. Even if the databases are consistent, the Met and T&D 

codes may interpret or manipulate the databases differently. For example, a specific land-use 

type may result in different surface roughness values for the Met and T&D models. The on-line 

approach does not guarantee consistency, but may force the developer to consider this more 

closely. A tightly-coupled off-line approach could also satisfy this issue. Consistency of database 

interpretation, however, does not guarantee a more accurate simulation due to underlying 

uncertainties in the databases and interpretations. In Section 8.10, we report some examples of 

model parameters that depend on how the underlying databases are manipulated. 

Consistent Surface-Layer Parameterizations. Met and T&D models share many common 

physical parameterizations (e.g., the Monin-Obukhov length equation, the near-ground wind 

profile formula, the surface sensible heat flux) and may have a better chance of being 

consistent in an on-line system, although it is not guaranteed especially when coupling existing 

independently-developed codes. A tightly-coupled off-line approach could also satisfy this 

issue. Due to the uncertainties in the parameterizations (e.g., constants, form of equations), 

consistency of surface-layer parameterizations does not necessarily make the simulation more 

accurate. Different physical parameterizations that are used in Met and T&D models will be 

considered in Section 8.11 and the impact of ensuring consistency or not will be evaluated. 

Consistent Turbulent Schemes. Although one can argue that radically different turbulence 

schemes in a Met and T&D model can result in discrepancies between the models, consistent 

turbulent schemes are likely not desired for the majority of Met and T&D models, as the eddy 

diffusivity changes with plume dimension, but this is not typically the case for Met variables. 

Perhaps more important is the sharing of prognostically-computed turbulence variables, e.g., 

turbulent kinetic energy, friction velocity, the sensible heat flux. This can be accomplished in 

both on-line and off-line models. We discuss this further in Section 8.12. 

Computational Run-Time. By exchanging data through the RAM, on-line systems are expected 

to be faster than their off-line equivalents, all else being equal. The magnitude of the speed-up 

will depend on the size of the variable arrays passed between the models and the frequency at 

which they are passed. Depending on the type of application, however, an off-line system may 

actually be faster (see below). Section 9.1 quantifies the relative speed of the off-line and on-

line alternatives for common workstations. 
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Fast Turnaround Applications (Battlefield, Emergency Response). For these types of 

applications, speed is essential. Often a diagnostic wind model is part of a fast response system 

because they are fast. A prognostic Met model is required, however, to forecast into the future 

(and to obtain a potentially more accurate solution), thus it is necessary to run it continuously 

around the clock in order to overcome its slower runtime and have solutions ready to hand-off 

to the T&D model. Note that, by definition, the prognostic Met model in an on-line system 

would have to be restarted at the initiation of the CBRN release, thus potentially resulting in a 

slow response time due to the relatively slow speed of the Met model. An off-line system in 

which a prognostic Met code is run around the clock and a fast T&D model (likely Lagrangian 

puff) reads in pre-computed meteorological fields is the best choice in regards to response 

time. On-line systems with off-line capabilities can also be considered. Section 9.3 describes the 

operational constraints and arguments in support of this conclusion. 

Research on Fundamental Plume Behavior. Large-eddy simulation CFD modeling captures 

short time scale phenomenon (e.g., turbulence, chemical reactions, plume fluctuations). To 

understand the fundamental plume behavior, the near-source thermodynamic and momentum 

effects, the feedbacks onto the meteorology, and/or to derive plume parameterizations, fine-

scale highly-resolved turbulent plume behavior is desired. This requires large amounts of data 

being exchanged between the dynamic flow solver and the scalar concentration advection-

diffusion solver at high temporal frequency, so an on-line system is highly advantageous. Off-

line would be very slow due to I/O issues. See Section 9.4 for a discussion related to the 

advantages of on-line systems – especially LES on-line modeling systems – for a better 

understanding of plume physics. 

Pre- or Post-Event Analyses, Sensitivity Studies (Batching or Ensemble of Plumes). For pre- and 

post-event analyses (e.g., vulnerability assessments, source reconstruction), many plume 

dispersion calculations are often performed using the same Met field. The Met (or CFD) 

dynamic solver is typically much slower than the T&D model. For scenarios with no feedback, 

off-line codes are well-adapted for computing plume ensembles and are faster than on-line 

approaches since it is inefficient (and sometimes prohibitive) to repeat the Met/CFD 

calculations for every plume calculation. The on-line approach can be modified to run in an off-

line mode to do plume ensembles faster, i.e., the on-line model can be adapted to run multiple 
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dispersion scenarios using previously computed meteorological fields. Section 9.5 explores this 

topic further. 

Urban Scale Applications. At the urban scale, there is a greater likelihood for some release 

types (dense gas, RDD’s, IND’s) to result in feedback from the plume onto the Met fields, so an 

on-line system would be advantageous (see Section 7). Due to the shorter time-scales, there is 

also the likelihood of large amounts of information being exchanged between the Met/CFD 

model and the T&D model, so an on-line modeling system would be more computationally 

efficient. Map projection consistency needs to be maintained (especially in relation to the 

location of building footprints) as well as accounting for map convergence factors, but map 

scaling parameters are not an issue over urban-scale domains. Consistency of horizontal and 

vertical grid meshing is important, especially in regard to consistently resolving the buildings. 

These consistency issues can be just as well addressed in a tightly-coupled off-line system, but a 

big disadvantage is the slower run time associated with reading and writing output from the 

hard disk. Section 8 discusses the relevance of many issues for urban scale applications and 

some additional considerations about feedback mechanisms are reported in Section 9.6. 

Mesoscale Applications. Few CBRN release types impact the mesoscale flow field – other than 

IND’s, large scale fires, large area sources (e.g., dust storms) – hence the feedback advantage of 

on-line coupling will often not be relevant at the mesoscale (see Section 7). For mesoscale 

applications, it has been shown that plume transport and dispersion is sensitive to the coupling 

time interval between the Met and T&D model for rapidly time-varying meteorological 

conditions (Section 8.5). On-line approaches will be advantageous in terms of computational 

speed for passing large amounts of information between the Met and T&D model at high 

frequency. Special consideration to map projection consistency and use of map scaling and 

convergence factors needs to be given for mesoscale applications (see Sections 8.1 and 8.2). In 

addition, at the mesoscale there are good reasons for not harmonizing the grid spacing 

between the Eulerian on-line Met and T&D models, e.g., to adequately resolve the plume while 

avoiding unreasonable slowdown of the Met simulation. Section 8 discusses the relevance of 

numerous issues for mesoscale applications and some additional considerations about 

feedback mechanisms are reported in Section 9.7. 

Leveraging Existing Off-line Codes. Leveraging existing off-line codes is an effective way to 

speed-up the development of tightly-coupled off-line systems as well as on-line systems. 
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Decades of development are being leveraged by utilizing existing operational mesoscale 

weather models, and likewise similar efforts have been performed in the plume modeling 

community to include CBRN capabilities. In general, it is much easier to leverage existing codes 

for off-line systems as compared to on-line systems, although there are methods for creating 

loosely-coupled on-line systems that are relatively straightforward to implement (see Section 

10). Creating a tightly-coupled on-line system from existing off-line Met and T&D codes will be 

extremely time-consuming due to the numerous inconsistencies between the models that 

would need to be addressed. The effort necessary to implement on-line systems with no 

feedback depends on the design of the codes to couple and the degree of integration and 

harmonization sought. Implementing a new Eulerian scalar concentration advection-diffusion 

equation into an existing Met model to make a tightly-coupled on-line system would be much 

easier, but one needs to assess the additional effort to make the scheme fully CBRN capable. 

The implementation of on-line systems that require feedback will typically require higher 

investments and the development of new features. More discussion on coupling of specific off-

line codes can be found in Section 11. 

Leveraging Existing On-line Codes. Since there are several tightly-coupled operational 

mesoscale on-line modeling systems already in existence, using these codes as a starting point 

should be considered as it may save significant time and effort as compared to developing a 

system from scratch or from existing off-line codes. As shown in Section 11, there is additional 

development required to make them fully CBRN capable, and in one case plume-to-met 

feedback is not implemented, and in the other special gridding capabilities for plume 

applications is not available. 

Ease of Parallelization. On-line coupled Met and plume modeling systems are not, in general, 

any more difficult to parallelize than loosely-coupled off-line modeling systems. The most 

important factor is how the codes are written and organized. See Section 9.9 for more 

discussion on this issue. 

Implementing Eulerian T&D Models into an On-Line System. Adding an Eulerian scalar 

concentration advection-diffusion equation to a Met or CFD model is likely the easiest way to 

obtain an on-line modeling system with tight coupling and with consistent databases, 

projections, and numerical schemes. It is also the most straightforward method for handling 

plume-to met feedback. However, there are a number of disadvantages that will need to be 
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addressed in any on-line coupled system. As discussed above, these include the necessity of 

higher grid resolution to capture the details of a CBR plume, special numerical scheme 

considerations to address numerical diffusion and negative concentrations, special near-source 

treatment, and mass consistency issues.  

Implementing Lagrangian T&D Models into an On-line System. Lagrangian T&D models (e.g., 

puff, random-walk) have some distinct advantages compared to Eulerian gridded approaches 

(e.g., more accurate dispersion, high spatial resolution where needed) and with respect to 

addressing CBR “physics” (e.g., particle gravitational settling, particle size distributions). 

However, one distinct disadvantage is the difficulty in accounting for the plume-to-met 

feedback in the Lagrangian T&D modeling approach. It could be done, but new 

parameterizations for coupling with the Met model would need to be developed. Accounting 

for plume feedback on the solar radiation would be more straightforward, while momentum 

feedbacks would be more difficult to implement, for example. There is no distinct advantage to 

implementing a Lagrangian T&D model into an on-line approach or a tightly-coupled off-line 

approach in regards to ensuring consistency of databases and projections, although the issue of 

horizontal and vertical grid consistency is less relevant.  

Necessary Expertise. Realizing on-line systems may require persons with broader expertise 

and/or closer collaborations between the Met and T&D modeling teams as compared to linking 

existing codes in a tightly-coupled off-line fashion. To realize a tightly-coupled on-line system, 

meteorologists and plume experts will likely have to work closely together and depending on 

the modeling system design, it may be necessary to involve software engineers. It is the opinion 

of the authors that the best result will be obtained by having the meteorological modelers, 

plume modelers, software engineers and programmers working together close by so as to 

foster prompt communication and problem solving. Implementing a tightly-coupled off-line 

system will be easier: the Met and T&D experts do not need to interact daily since the models 

“just” pass files back and forth. 

Long-term Maintenance and Consistency of Codes. Having the Met and T&D codes embedded 

together in the same code may simplify long-term maintenance and consistency of codes. For 

example, adding a new database or algorithm in an off-line approach may require updates in 

two codes with two sets of teams, whereas in an on-line approach the code could be modified 

in only one place by one team. However, if one incorporates existing well-established 
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standalone Met and T&D codes into an on-line system, two versions of each code will likely 

need to be maintained – one for the communities that use the code(s) in standalone mode and 

one for the community that uses the on-line modeling system – potentially creating additional 

maintenance requirements. Section 9.13 discusses this topic in more detail. 

Necessary Investment. In general, less funding will be necessary to implement a tightly-coupled 

off-line modeling system as compared to a tightly-coupled on-line system when leveraging 

existing models. There are relatively inexpensive options for creating a loosely-coupled on-line 

modeling system that will result in a system that can handle two-way feedbacks and efficiently 

pass large amounts of information between the Met and T&D model (see Section 10). Building a 

tightly-coupled on-line system from the ground-up will be extremely costly. Hence, leveraging 

existing on-line modeling systems will be advantageous, but will likely involve significant 

investment in enhancing CBRN capabilities. Many CFD modeling systems are already on-line, 

but few have CBRN capabilities.  

Concluding remarks. On-line modeling has both advantages and disadvantages and their 

relative weight depends on the scale of the application (e.g., mesoscale vs. urban scale), the 

specifics of the CBRN scenario, the meteorological conditions, the models chosen for on-line 

coupling, how the models are coupled, the end-user requirements, and the questions being 

asked. For scenarios in which a huge amount of information is passed between the Met and 

T&D models (e.g., two-way plume-to-met feedback, strongly time-varying meteorology, large-

eddy simulation plume modeling), on-line modeling is highly advantageous as compared to off-

line modeling due to computational speed. On-line modeling may also “encourage” reducing or 

removing some inconsistencies between the Met and T&D models, but in many cases the same 

results can be obtained with a tightly-coupled off-line approach. On the other hand, we have 

identified some cases in which consistency may actually not be desired between the Met and 

T&D models, as it may reduce the accuracy of the results or inordinately increase run time. 

Section 6 will describe in more detail the benefits and drawbacks of specific types of models 

with respect to on-line modeling. Section 7 will focus on different CBRN release types and try to 

assess whether plume-to-met feedback is important. Section 8 addresses the consistency issues 

in more depth, while Section 9 will look at advantages and limitations of on-line modeling 

systems with respect to run-time, application, implementation and maintenance.  
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6 Advantages and Limitations of On-line Systems Based on Model Type 

In this section, we provide information on how the specific types or classes of meteorological 

and transport and dispersion models can be advantageously leveraged for on-line modeling 

systems and what issues are peculiar to each model type. Table 6-1 provides information on the 

advantages and issues with implementing prognostic and diagnostic mesoscale meteorological 

codes into an on-line modeling system; Table 6-2 focuses on urban-scale wind models; and 

Table 6-3 contains information for the different types of T&D models. 

 

Table 6-1. Advantages & Issues: On-line Prognostic vs. Diagnostic Mesoscale Meteorological Models. 

Prognostic Mesoscale Meteorological Codes 

Why Choose 
over 
Diagnostic 
Model? 

• Prognostic codes can predict into the future, whereas diagnostic codes cannot. For applications 

in which a toxic release is to be tracked for several hours into the future under unsteady wind 

conditions a prognostic code will have a distinct advantage over a diagnostic code in regards to 

predicting the eventual location of the plume.  

• Prognostic codes can account for a myriad of non-linear spatially- and time-varying effects on the 

state of the atmosphere in a rigorous physics-based approach through the numerical solution of 

the conservation equations (such as heating and cooling of spatially varying land cover and the 

resultant wind circulations due to the pressure differential, drainage and upslope flows in 

complex terrain due to buoyancy effects, the impact of atmospheric stratification on wind shear 

versus height, the growth and eventual collapse of the atmospheric boundary layer with time, 

and the growth and decay of turbulence).  

• Prognostic codes, unlike diagnostic codes, also produce spatially and time-varying turbulence 

variables (e.g., eddy diffusivity, turbulent kinetic energy, Reynolds shear stresses, Reynolds 

normal stresses) as well as the stability of the atmosphere which are required input to many T&D 

codes.  

• Prognostic codes need fewer wind observations than diagnostic models to faithfully represent 

the flow in complex terrain (however, through data assimilation, the ingestion of wind 

measurements can dramatically improve the prognostic model predicted wind field). 

On-line 
Coupled 
Modeling 
Advantages 

• The feedback from the T&D model on the meteorological fields is most rigorously handled by a 

prognostic code. That is, the complex non-linear feedback between the plume(s) on the 

meteorological fields can be directly accounted for through the suite of conservation and surface 

energy budget equations. 

• Prognostic codes allow for time-varying feedback and prediction of the evolving feedback on the 



 

 

62 

future state of the atmosphere and plume (the latter not possible with diagnostic codes).  

• Prognostic Met codes can be tightly coupled to a T&D model in a fairly straightforward manner 

by modifying the existing code from the meteorological dynamic solver to create an embedded 

Eulerian scalar concentration advection-diffusion solver. 

• Prognostic Met codes typically create large output files. On-line coupled modeling would allow 

more frequent updates of the meteorological fields to be shared with the T&D model without a 

computational speed penalty (i.e., hard disk read/writes are very slow compared to RAM). For 

example, in an on-line system, the Met model variables can be efficiently passed to the T&D 

model via internal RAM at five minute intervals rather than hourly as might be done in off-line 

modeling. This could be important for cases in which the wind direction or other properties of 

the atmosphere are changing rapidly over the hour. 

Issues for On-
line Coupled 
Modeling 

• Mesoscale prognostic models may be too slow for some applications (this is an issue for off-line 

modeling as well).  

• On the mesoscale, there are only a handful of CBRN release scenarios in which the plume may 

cause significant feedback to the meteorological fields (see Section 7). The important feedback 

spatial scales may often be sub-grid as well.  

• Point source releases require very small grid cell sizes to resolve the plume near the source. In an 

Eulerian framework, there will be issues with the typical resolution of the Met fields as compared 

to the high resolution needed by the plume model. Although the same issue exists for off-line 

approaches, an on-line approach will need to rigorously account for the possibility of the higher 

grid resolution required by the Eulerian advection-diffusion T&D model.  

• Any spatial or temporal interpolation of the Met fields (and topo fields) to the (likely) higher 

resolution plume T&D model domain can result in a violation of mass conservation.  

• Consistency of map projection and map scaling parameters between the Met and T&D model is 

important to consider at the mesoscale.  

• Maintaining consistency of numerical schemes and parameterizations between the Met and T&D 

codes need to be weighed against optimizing the numerical schemes and parameterizations for 

each model type. 

• If the Met model is coupled with a Lagrangian-based plume model (e.g., puff, random-walk), the 

feedback from the plume onto the meteorology may require non-traditional output from the 

plume model (e.g., integrated opacity, dense gas wave front speed) and/or specialized 

parameterizations to be implemented into the prognostic mesoscale code in order to utilize the 

information from the Lagrangian model (see Table 6-3 below). 

• Linking an existing T&D model with a prognostic Met code will require significant resources 

(time, funding, expertise in both T&D and Met modeling) to successfully build a tightly-coupled 

on-line model system, i.e., numerical schemes, input databases, map projections, and turbulence 

parameterizations among other things will need to be harmonized between the models. On the 
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other hand, if the on-line developers do not have enough time or funds, they may port the 

models to the same code without harmonization, leaving the underlying framework the same 

and creating a loosely-coupled on-line modeling system.  

• There are a few tightly-coupled on-line prognostic mesoscale Met and T&D modeling systems 

already in existence (see Sections 4 and 11). Significant effort would need to be undertaken to 

make them fully CBRN capable, to implement two-way feedback, and/or to be able to adequately 

resolve the traditional CBRN plume.  

• For applications in which many plumes are computed for each mesoscale run and no feedback 

mechanisms are important, the ability to run in off-line mode should be considered to improve 

computational efficiency.  

Diagnostic Mesoscale Wind Codes 

Why Choose 
over 
Prognostic 
Model? 

• Diagnostic codes are computationally much faster than prognostic codes, typically running in 

tens of seconds. 

• They can output wind fields at nominally any resolution, for example a 50 m horizontal grid 

resolution, without a huge computational time penalty. 

• Diagnostic codes are easier to run as compared to a prognostic mesoscale code and typically do 

not require as much in-depth knowledge. 

• They typically require much fewer inputs, although they may require similar databases to 

prognostic mesoscale codes (e.g., both model types may require landuse, but diagnostic codes 

may only need to correlate the landuse type with surface roughness, not the albedo, Bowen 

ratio, surface emissivity, soil density, etc. like the prognostic meteorological codes require). 

On-line 
Coupled 
Modeling 
Advantages 

• Although diagnostic wind models typically create smaller files as compared to prognostic models, 

they can still be fairly large and on-line coupled modeling would allow for more frequent updates 

of the wind field to be shared with the T&D model without a computational speed penalty as 

would be the case for an off-line system.  

• Because diagnostic codes are orders of magnitude simpler than prognostic mesoscale codes, the 

time and effort required to tightly link an on-line coupled modeling system will likely be much 

less as compared to a prognostic mesoscale code. 

Issues for On-
line Coupled 
Modeling 

• Diagnostic mesoscale models may not be accurate enough for some applications, especially in 

complex terrain or cases in which measurements are sparse (this is an issue for off-line modeling 

as well).  

• Diagnostic codes lack thermodynamic and momentum conservation equations, there will be no 

feedback from the plume(s) onto the meteorological fields, unless specific parameterizations are 

developed. The parameterizations, however, would likely require significant time and effort to 

develop, probably require tailored experiments to elucidate specific feedback, and ultimately 
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would work only for the range of conditions that they were developed for. 

• Most mesoscale diagnostic wind models do not have moisture, surface energy budget, and/or 

radiation balance equations. Hence, they may need to be modified for specific CBRN release 

types in which radiative and/or moisture feedback is important.  

• Diagnostic codes cannot be used for predictive purposes. 

• In some cases, the T&D model is the larger more complex code and it may be more straight 

forward to embed the diagnostic wind model into the T&D model (as is the case with SCIPUFF 

and SWIFT) rather than vice versa.  

• Any spatial or temporal interpolation of the Met fields (and topo fields) to the (likely) higher 

resolution plume T&D model domain can result in a violation of mass conservation. 

• Consistency of map projection and map scaling parameters between the Met and T&D model is 

important to consider at the mesoscale.  

 
 

Table 6-2. Advantages & Issues: On-line Urban-scale CFD and Diagnostic Models. 

Prognostic Computational Fluid Dynamics Models 

Why Choose 
over 
Diagnostic 
Model? 

• CFD codes, unlike diagnostic codes, can account for non-linear spatially-varying effects caused by 

buildings in a rigorous physics-based approach through the numerical solution of the 

conservation equations. They have the potential to simulate any arrangement of buildings of 

various shapes and sizes due to solving the underlying governing equations.  

• CFD codes also produce spatially varying turbulence variables (e.g., eddy diffusivity, turbulent 

kinetic energy, Reynolds shear stresses, Reynolds normal stresses) a required input to many T&D 

codes, while most diagnostic codes do not. 

• For the minority of CFD codes that solve an advection-diffusion equation for heat, a surface 

energy balance equation, and short and longwave radiation equations, the effect of heating, 

shading, and atmospheric stratification on the mean flow field and on the turbulence variables 

can be accounted for.  

• Note that although in principal the CFD code can predict into the future, in practice the CFD code 

is run over a relatively small domain such that for longer duration simulations any diurnal 

variation in the flow would be injected through the boundary conditions via a mesoscale model 

or measurements. 

On-line 
Coupled 
Modeling 
Advantages 

• Many CFD codes already have Eulerian scalar concentration advection-diffusion solvers built into 

their codes that are run simultaneously with the flow field solver, i.e., they are already on-line. 

• At the urban scale, there is potential for more release types to impact the flow field due to the 

plume scales being more equivalent to the scales of interest (e.g., large dense gas releases, 

explosions associated with RDD’s or IND’s). The feedback from the T&D model onto the flow 
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fields is most rigorously handled by a CFD code since the feedback can be captured directly 

through the Navier-Stokes conservation equations rather than through parameterizations. 

• Time-varying and predictive feedback is also possible with CFD codes. 

• On-line coupled modeling would allow more frequent updates of the wind field to be shared with 

the T&D model without a computational speed penalty (i.e., off-line hard disk read/writes are 

very slow) or a file size issue (off-line models would need to write out very large files if they want 

to account for minute time intervals). This is especially important for large eddy simulation CFD 

modeling in which information is passed from the wind solver to the T&D model every time step 

or so. 

Issues for On-
line Coupled 
Modeling 

• Many RANS CFD codes do not have any CBRN capabilities, or at best, a limited range of CBRN 

capabilities.  

• For coupling with Lagrangian-based T&D models, the feedback from the plume onto the flow 

field, the radiation balance and/or surface energy budget field will likely require significant 

parameterization development to be undertaken (see Table 6-3 below). 

• Some CFD models do not have a heat equation, while many do not have moisture, surface energy 

budget, and/or radiation balance equations. Hence, CFD codes may need to be modified for 

specific CBRN release type applications where thermodynamic, radiative, and/or moisture 

feedback is important.  

• Some CFD models do not have the ability to run the advection-diffusion solver separately from 

the Navier-Stokes flow solver. This capability is important for retrospective studies like 

vulnerability assessments where for each wind condition, many different release scenarios are 

run (e.g., different agents, different size releases, different release locations). Re-running the 

wind model for every scenario would require more time to run, so an on-line approach needs the 

capability of turning off the wind solver and running the advection-diffusion solver in an “off-

line” mode by reading in a saved wind field output file. 

• Similar to Met modeling, maintaining consistency of numerical schemes and parameterizations 

between the CFD and T&D codes need to be weighed against optimizing the numerical schemes 

and parameterizations for each model type. 

• Although geographical projections are not likely a huge issue on the urban scale, there are still 

issues related to being consistent with underlying databases (e.g., building morphology 

databases, forest canopy databases, high resolution land use databases) and how to interpret 

the databases within the CFD and T&D codes. 

Urban Diagnostic Wind Codes 

Why Choose 
over 
Prognostic 

• Urban diagnostic codes are computationally fast, typically running in ten of seconds to several 

minutes, an order of magnitude or more faster than CFD codes. 

• Since they have empirically derived flow recirculation algorithms, urban diagnostic codes do not 
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Model? need high resolution near building edges like CFD codes that need to resolve the separation 

physics. This means for the same problem, they can run with many fewer grid cells, hence the 

code will run faster. 

On-line 
Coupled 
Modeling 
Advantages 

• Because diagnostic codes are orders of magnitude simpler than prognostic mesoscale codes, the 

time and effort required to tightly link an on-line coupled modeling system will be much less. 

• On-line coupled modeling would allow more frequent updates of the wind field to be shared with 

the T&D model without a computational speed penalty or a file size issue.  

• On-line coupled modeling may help to ensure that databases and projection are consistent 

between the Met and T&D models, but as mentioned in Section 5, there is no guarantee that this 

will be the case. 

Issues for On-
line Coupled 
Modeling 

• Diagnostic urban-scale models may not be accurate enough for some applications, especially in 

complex urban environments (this is an issue for off-line modeling as well).  

• Since diagnostic codes lack momentum, thermodynamic and moisture conservation equations, 

there will be no feedback from the plume(s) onto the meteorological fields, unless specific 

parameterizations are developed. This would require significant time and effort and they would 

likely work over a small range of conditions. Note that two-way feedback is often parameterized 

in the T&D model instead, rather than feeding back to the wind solver. 

 

 

Table 6-3. Advantages & Issues: On-line Eulerian vs. Lagrangian Transport and Dispersion Models  

Eulerian Scalar Concentration Advection-Diffusion Solvers 

Why Choose 
over 
Lagrangian 
Models? 

• Most similar in structure to prognostic mesoscale models and CFD codes (Eulerian, discretized 

equations, grid mesh). 

• Compared to a random-walk code, it is faster in some cases (but it depends on how each code is 

run, e.g., number of grid cells vs. number of particles vs. accuracy requirements).  

• Compared to a puff model, it has the potential to better handle strongly-varying spatial flows. 

• Most advantageous method for applications with two-way plume feedback as it has the potential 

to include more rigor for problems that alter shortwave radiation (e.g., smoke) or have 

thermodynamic effects (e.g., dense gas releases, dirty bomb explosions) through direct feedback 

with Met/CFD model momentum, heat, surface energy budget and radiation balance equations.  

On-line 
Coupled 
Modeling 
Advantages 

• Most straightforward T&D model to code from scratch into existing prognostic mesoscale or CFD 

models since code from their dynamic solvers can be slightly modified to create an advection-

diffusion solver. 

• Likely the best option for handling thermodynamic feedback (e.g., dense gas releases, dirty bomb 
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releases) due to straightforward linking with the heat and momentum equations in the Met or 

CFD codes. 

• Likely the least complicated T&D solver for handling radiative feedback with Met models from 

opaque plumes due to ease of passing information between similar Eulerian grid structures.  

• For plume applications where relative humidity and moisture important (e.g., bio-slurry), 

feedback of plume on meteorological humidity fields is most clear-cut with the advection-

diffusion solver. 

• Due to similar Eulerian framework inherent in Met and CFD models, it may be the most 

straightforward approach for ensuring consistency of geophysical databases, underlying 

parameterizations, and numerical schemes. 

Issues for On-
line Coupled 
Modeling  

• Due to near-source dilution issues with grid size, the advection-diffusion solver may need higher 

resolution near the source than the Met model. This may result in the need for different 

geophysical databases (or a different interpretation of the same database) and different 

numerical schemes (e.g., for stability issues, run-time issues, for nesting or adaptive mesh 

requirements). 

• Due to strong gradients in plume concentrations (laterally across the plume perpendicular to the 

prevailing wind), the numerical scheme of the advection-diffusion solver may need to be 

different from the Met model to accurately handle the sharp gradients so as not to suffer from 

so-called numerical diffusion of the plume. 

• Due to the above considerations, there may be mass-consistency issues due to inconsistencies 

between Met and T&D grids, topography, and numerical schemes. 

• For retrospective studies, the advection-diffusion solver should also be coded such that it can run 

in “off-line” mode in order to efficiently handle the simulation of numerous plumes using one 

pre-computed wind field. 

• Some CFD models do not have a heat equation, while many do not have moisture, surface energy 

budget, and/or radiation balance equations. Hence, CFD codes may need to be modified for 

specific CBRN release type applications where thermodynamic, radiative, and/or moisture 

feedback is important. 

• Unlike the photochemical modeling community, in which many stand alone advection-diffusion 

solvers were developed, there are no stand alone advection-diffusion solvers in the CBRN 

community to our knowledge.  

• Tightly integrating existing advection-diffusion solvers into existing Met/CFD codes will likely 

require considerable effort since grid stencils, numerical schemes, underlying databases, and 

surface layer parameterizations may be different and because CBRN capabilities would need to 

be added.  

Lagrangian Puff Models 
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Why Choose 
over Eulerian 
Model and 
Random-
Walk Model? 

• Typically fastest of the three T&D model types.  

• Easy to adapt to run with many types of wind models. 

• Compared to a random-walk code, no speed penalty to compute very low concentrations. 

• No near-source issues like for the Eulerian advection-diffusion solver, since no grids with 

Lagrangian approach and puffs grow with time.  

• No numerical diffusion issues like advection-diffusion solver (however, one can argue that the 

Gaussian equation which results in non-zero concentrations very far from the source is 

unphysical). 

• Accounts for the time-varying eddy diffusivity behavior, i.e., enhanced mixing near the source 

and the reduced mixing far from the source.  

On-line 
Coupled 
Modeling 
Advantages 

• Since Lagrangian puff models are the most common off-line T&D model type in the CBRN 

community, significant development work has gone into their CBRN capabilities. Even though 

puff models may not be the most obvious choice for on-line modeling (see issues below), the 

development work to incorporate them into an on-line modeling system could be significantly 

less as compared to that required to incorporate CBRN capabilities into other T&D model types. 

• Compared to the advection-diffusion solver, there are no near-source dilution issues, far-field 

numerical diffusion issues, nor mass-conservation issues due to numerical schemes.  

• Accounts for the time-varying eddy diffusivity behavior, i.e., enhanced mixing near the source 

and the reduced mixing far from the source. 

• Lagrangian puff models are relatively fast compared to other T&D approaches, so there may be 

some speed improvements in an on-line coupled modeling system especially when coupled to 

diagnostic wind models (significant speed up may not be noticeable with prognostic Met and CFD 

codes since they are relatively very slow). 

Issues for On-
line Coupled 
Modeling  

• Incorporation of feedback from the plume onto the meteorological field is not straightforward 

for puff models. For scenarios in which feedback is important, non-traditional output (e.g., plume 

opacity) and/or parameterizations (e.g., temperature of dense gas cloud due to water 

condensation) will likely need to be developed.  

• At the urban scale, the majority of puff models will need to be adapted to include reflection off 

of buildings and puff splitting due to strong velocity gradients in the horizontal and vertical 

directions. 

• For a tightly-coupled on-line system, significant time and effort will be required to ensure 

consistency between map projections, geophysical input databases, physics-based 

parameterizations and interpretation of variables (this is also an issue for tightly-coupled off-line 

systems). 

• On-line coupling and feedback for dense gas and lighter-than-air releases will be challenging.  

• Puff models are not as well suited for integration with large eddy simulation CFD codes due to 
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the latter’s fine temporal and spatial resolution.  

Lagrangian Random-Walk Models 

Why Choose 
over Eulerian 
Model and 
Puff Model? 

• Gives accurate answers for complex flow problems, i.e., handles strongly spatially-varying winds 

better than Lagrangian puff and Eulerian advection-diffusion solvers. 

• No numerical diffusion issues like advection-diffusion solver, nor unphysical mixing to infinity like 

Gaussian puff models. 

• Accounts for the time-varying eddy diffusivity behavior, i.e., enhanced mixing near the source 

and the reduced mixing far from the source. 

• Because of the above mentioned features, is likely the most accurate of the T&D model types for 

point source releases.  

• Fairly easy to adapt to run with many types of wind models, however, it requires a significant 

number of turbulence variables as input. 

• Optimally suited for multi-particle size problems and easy to account for gravitational settling, 

agent decay, and deposition. 

• Better suited for integration with LES modeling as compared to puff modeling due to the tagging 

of discrete point particles or fluid elements in the random-walk approach.  

Advantages 
for On-line 
Coupled 
Modeling 

• Since random-walk models require 3D gridded wind and turbulence parameters as input, on-line 

coupling with the Met or CFD code could potentially be sped up in the on-line approach 

depending on the amount/frequency of data exchange. 

Issues for On-
line Coupled 
Modeling 

• Like puff models, random-walk codes are not an obvious choice for on-line coupled modeling for 

applications where plume feedback onto the meteorological fields is important since it is not 

trivial to pass information back and forth between Lagrangian and Eulerian models. 

• For a tightly-coupled on-line system, significant time and effort will be required to ensure 

consistency with Met model map projections, geophysical input databases, physics-based 

parameterizations and interpretation of variables. 

• Due to statistical certainty requirements, lowest dosage targets, and time scale issues, the 

random-walk code run-time can become large, possibly resulting in time-synchronization issues 

with the Eulerian flow field solver. 

• On-line coupling and feedback for dense gas and lighter-than-air releases will be challenging.  

• Random-walk codes require a significant number of turbulence input parameters that may not 

be produced in their entirety by Met and CFD codes (e.g., Reynolds normal and shear stresses, 

eddy dissipation or Lagrangian time scale). 
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7 Feedback Mechanisms: CBRN and Other Militarily-Significant Release 
Types 

Being able to account for feedback mechanisms from the airborne contaminant onto the 

meteorological field is one of the main reasons for considering on-line coupled modeling 

systems in the photochemical and regional air quality modeling communities (see Section 4). 

For CBRN applications, the DTRA Service Call from which this report stems implies that on-line 

approaches are superior to off-line approaches: “Current CBRN modeling capabilities are limited 

to “off-line” calculation methods” and this in part due to off-line systems being “… unaware of 

one another and do not feedback information between systems.”  

For air quality applications in cities, large amounts of pollutants are emitted into the air 

continuously over a large area from numerous industrial sources and motor vehicles. For 

example, the California Air Resources Board (2009) estimates that just over 500 tons of 

particulate matter, 3,200 tons of carbon monoxide, 800 tons of nitrogen oxides, 840 tons of 

total organic gases, and 40 tons of sulfur dioxide are emitted daily from stationary and mobile 

sources in the greater Los Angeles metropolitan area.  

For CBRN applications, however, many releases are relatively small and occur over a relatively 

short duration so that it is expected that the plume will not alter the meteorological fields. 

However, large releases or at least releases that are large relative to the scale of interest (e.g., a 

90-ton chlorine release in a city center) have the potential of altering the flow field directly 

through momentum effects or indirectly through modification of the thermodynamic field. The 

Kuwaiti oil fires that occurred after the first Gulf War in 1991 are an example of where 

numerous heavily-laden particulate plumes changed the opacity of air, reducing the solar 

radiation flux to the ground, cooling surface temperatures, and potentially changing air 

currents, boundary-layer depth, and atmospheric stability (see Section 7.10 below).  

In this section, we discuss different CBRN and other militarily-significant release types and 

identify those in which feedback from the plume onto the meteorology may be important to 

consider in an on-line modeling system either at the meso- or urban scale. Although there may 

be subtle feedbacks from the plume onto the meteorological field, we are more concerned with 

cases in which the feedback onto the meteorology will then result in the plume traveling a 

different direction or the plume concentrations being significantly different at specific locations 
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downwind of the plume. As we report below, some T&D models have built in this feedback into 

the T&D model via internal parameterizations (in most cases for expediency and ease of 

implementation) rather than doing a rigorous on-line coupled Met and T&D modeling system 

with two-way feedbacks. 

7.1 Toxic Industrial Chemicals – Dense Gas Releases 

Toxic industrial chemicals (TICs) are stored in large quantities at industrial sites, on military 

bases, at facilities in and around cities, and are transported daily via rail, highway, and seafaring 

routes. Many of these chemicals are stored at pressure, are refrigerated, and/or have molecu-

lar weights heavier than air, so that an accidental or intentional release will result in a dense 

gas emission that stays low to the ground. Major accidents have occurred in the recent past, 

e.g., train derailments or broken valves have caused the release of 240,000 gal (~660 metric 

tons) of ammonia in 2002 in Minot, North Dakota; 48,000 lb (~22 metric tons) of chlorine in 

2002 in Festus, Missouri; 120,000 lb (~55 tons) of chlorine in Macdona, Texas, in 2004; and 

120,000 lb (~55 tons) of chlorine in Graniteville, South Carolina, in 2005 (Hanna et al., 2008). 

TICs that are stored or transported under pressure as liquids include liquid propane gas (LPG), 

chlorine, and sulfur dioxide. In case of a hole forming in their container, these substances are 

released as two-phase jets composed of droplets and vapor, i.e., a flashed release, and 

according to the Richardson number criterion reported in Hanna and Drivas (1989) they will 

behave as dense gases once released into the atmosphere. In addition, both the liquid and the 

vapor phase cool down during the flashing process reaching the normal boiling point, which is 

usually below ambient temperature for substances stored in this way. The cloud can also cool 

further during transport and dispersion as the droplets evaporate.  

An example of a transported refrigerated substance that creates a dense gas cloud if released in 

the environment is liquid natural gas (LNG). In this case, the typical cloud to air density ratio 

before dilution is 1.5. There have been many studies on LNG safety because of the concern 

about the consequences of possible accidents at port terminals, where large carriers transfer 

their content onshore (e.g., Pitblado et al., 2005; Koopman and Ermak, 2007). Consider that 

LNG ship tankers usually have a capacity in the range 120,000–140,000 m3 (~51,000–60,000 

metric tons), but they can reach up to 260,000 m3 (~110,000 tons). There have been no 

accidents involving LNG since the 1944 release at the East Ohio Natural Gas Company in 

Cleveland (OH) (en.wikipedia.org/wiki/Cleveland_East_Ohio_Gas_explosion). 
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A large heavier-than-air release is a relevant scenario for feedback especially at lower wind 

speeds. Numerous experiments have shown that the mean wind speed is reduced and the 

turbulence is damped within the gas cloud due to the cloud’s stable stratification (see examples 

in Figure 7.1, on the left from field tests). Even more interesting is the result in Figure 7.1 on the 

right: the vertical wind component is damped despite the fact that the sensor was not in the 

dense gas cloud, demonstrating that the presence of the cloud had an effect on the air above it 

(Brown et al., 1990). The same can be seen in Figure 5 in Mercer and Davies (1987) and in Zhu 

et al. (1998). The effects of the dense gas cloud are more marked for low wind speeds, which 

correspond to larger Richardson numbers (Zhu et al., 1998).  

 

Figure 7.1. Damping of the vertical wind component and of the vertical wind direction fluctuations in 
presence of the dense gas cloud. On the left: continuous release of the Thorney Island experimental 

campaign (adapted from Roebuck and McQuaid, 1985). On the right: Falcon test (adapted from Brown 
et al., 1990). 

 

A similar result was found for the Burro test of LNG releases onto water (24-39 m3). Hightower 

et al. (2004) reported that: “In one of the tests, the cloud caused displacement of the 

atmospheric flow and resulted in the wind speed decreasing to almost zero within the cloud. The 

dense cloud was able to dampen turbulent mixing by stable stratification and, thus, the wind 

was able to flow over the cloud as if it were a solid object. This test was performed under a low 

wind speed of 1.8 m/s, slightly stable atmosphere, and spill rate of 16 m3/min (28.4 m3). For the 

other tests with higher wind speeds, this effect was not observed.” Also, as reported by Kovalets 
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and Maderich (2006) for an isothermal dense gas release: “It was found that stable 

stratification in the cloud essentially suppresses the turbulence in the plume, reducing the 

turbulent momentum flux by a factor of down to 1/5 in comparison with the undisturbed value. 

This reduction essentially influences velocities in the atmospheric boundary layer above the 

cloud, increasing the mean velocity by a factor of up to 1.3 in comparison with the undisturbed 

value.” 

The distance from the source at which dense gas effects are still relevant depends on the wind 

speed and the source Richardson number. An estimate can be derived from nocturnal 

downslope winds that form in presence of topography. In this case, a 5-10 K temperature drop 

in the inversion layer can result in flow down the slope (Horst and Doran, 1986). The density 

that corresponds to a temperature difference of 10 K can be attained for concentrations of 

1.8%vol for LNG, 6%vol for LPG, 12.4%vol for chlorine, and 20.5%vol for sulfur dioxide. Taking 

LNG as an example and noting that the lower flammability limit (LFL) of LNG (5%vol) is close to 

the minimum concentration at which slope flow will occur, we can equate the distance at which 

the LFL is reached as being the distance at which dense gas effects are still relevant. Hightower 

et al. (2004) reviewed experimental field trials in which the downwind distance to LFL was 

measured for various LNG spill sizes and found that it was reached for distances between 200 

and 400 m (Table 7-1). The release amounts in these experiments were two to three orders of 

magnitude lower than a typical cargo tank spill, i.e., 10,000 m3 (Hightower et al., 2004). 

According to Hightower et al. (2004), the LFL would be reached at a distance of about 1500-

1700 m from the source for 1-2 m2 holes in the cargo container. So even for a relatively large 

release, the dense gas effects would potentially only impact the meteorological fields over a 

distance of one to two kilometers.  

Table 7-1. Experimental downwind distance to reach the LFL for LNG releases (Hightower et al., 2004). 

Experiment 
Spill size  

[m3] 
Downwind distance  

to LFL [m] 

ESSO 0.8-10.8 400 

Maplin Sands 5-20 190±20 

Avocet (LLNL) 4.2-4.52 220 

Burro (LLNL) 24-39 420 

Coyote (LLNL) 8-28 310 

Falcon (LLNL) 20.6-66.4 380 
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For a recent railway accident involving the release of about 110 m3 of LPG, the dense gas cloud 

concentration reached the LFL within 100-300 m from the release location (Brambilla and 

Manca, 2010). These results are difficult to generalize since they depend on the wind speed, the 

release conditions, and the complexity of the surrounding area (e.g., topography, presence of 

buildings). For road and rail transport accidents, the distance over which dense gas effects are 

relevant is in the order of some hundreds of meters, whereas distances in the order of 1-3 km 

can be expected for larger releases from large storage tanks or maritime carriers. Therefore, 

the dense gas buoyancy can affect the wind field and turbulence at the cloud location and in 

the immediate surroundings, but even for large spills these effects would appear to not be 

relevant at the mesoscale. 

Rather than incorporating two-way feedback into an on-line coupled modeling system, many 

T&D models (e.g., SCIPUFF, QUIC, SLAB) have incorporated this plume-to-met feedback 

internally within the T&D model through parameterizations that (1) reduce the cloud advection 

speed and turbulence as a function of the cloud-to-air density or the Richardson number, and 

(2) model the fresh air entrainment as a function of the unperturbed wind field (e.g., Briggs et 

al., 2001; Sykes et al., 1997). A crucial aspect to consider, however, is that these 

parameterizations were derived from field and wind tunnel experiments with no topography 

under uniform wind speed conditions and therefore might be not valid for more complex flow 

scenarios such as in a street canyon or in a hilly environment. For instance, the entrainment of 

fresh air into the dense gas cloud is normally calculated as a function of the unperturbed wind 

speed (e.g., Eidsvik, 1980; Hanna and Drivas, 1987). For urban applications this approach is 

difficult to apply and may not be valid as the wind speed and turbulent mixing can vary sharply 

in magnitude over short distances and depending on what side of the building the cloud is 

located. 

An on-line CFD modeling approach is best suited for tackling urban-scale dense gas problems in 

which two-way feedback will be investigated. An example of a CFD code used for dense gas 

modeling is FLACS (Hanna et al., 2009). Dharmavaram and Hanna (2007), for example, showed 

that significant differences were found in dense gas concentrations in complex environments 

when using traditional “flat earth” dense gas T&D models and a CFD model. It is not certain, 

however, that current turbulence closure parameterizations used in CFD models are adequate 

for accounting for the turbulence damping resulting from the dense gas cloud internal 
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stratification (e.g., Kovalets and Maderich, 2006). Furthermore, the CFD model needs very high 

resolution near the surface because dense gas clouds tend to hug the ground. Better 

parameterizations for dense gas behavior around buildings and in sloping terrain could also be 

developed for T&D models in the off-line mode, but lack of experimental data would make 

parameterization development very challenging.  

 

Table 7-2. Plume-to-Met feedback at the micro- and mesoscale for dense gas TICs?. 

 

7.2 Toxic Industrial Chemicals – Buoyant Gas Releases 

Chemical substances can be lighter-than-air because their molecular weight is lower than that 

of air (MW = 28.8 kg/kmol), e.g., hydrogen (MW = 2 kg/kmol), ammonia (MW = 17 kg/kmol), 

and/or the industrial processing conditions (pressure and temperature) they undergo make 

them less dense than air once released in the atmosphere (e.g., sulfur dioxide used in wet 

sulfuric acid processing exits the combustion chamber at 1,470 K and close to ambient 

pressure). In addition, for certain substances such as anhydrous ammonia and hydrogen 

fluoride there is the possibility that the exothermic reaction with moisture in the air could 

release enough heat to make the cloud positively buoyant.  

Kaiser and Griffiths (1982) reported the density of an ammonia cloud as a function of the 

dilution with air, the cloud liquid droplet content, and the air humidity (see Figure 7.2). As can 
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Microscale Yes 
The dense gas can affect the local wind field through the buoyancy term and suppress 
turbulence through stratification in the vicinity of the dense gas cloud. 

Mesoscale No 
Release amounts not large enough to have an influence on the mesoscale 
meteorology. However, the negative buoyancy feedback at the local scale can alter the 
height and geometry of the “source” as described above. 
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 Microscale Likely 

Wind speed and turbulence modification change the cloud advection speed and the 
entrainment of fresh air. Effect most relevant for low wind speed, large density 
differences, and large releases. Terrain slope significantly alters cloud transport 
direction. 

Mesoscale Possibly 
The low height of the dense gas cloud on the local scale can impact the mesoscale T&D 
in some cases due to initial cloud T&D being close to the ground and being advected 
by slower winds. Terrain slope significantly alters cloud transport direction. 
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be seen in the plots, if dry or humid air is mixed with pure ammonia vapor, the mixture is 

always buoyant However, even though the molecular weight of ammonia is less than that of air, 

a catastrophic release from a pressurized container can actually be heavier than air depend-ing 

on the amount of liquid droplets produced in the flashing process and the amount of fresh air 

entrained. As seen in the plots, high liquid content (F) – meaning lots of dense droplets 

suspended in the vapor cloud – and low air entrainment results in a heavier than air plume. On 

the other hand, Figure 7.2 reveals that ammonia behaves as a positively buoyant cloud for a 

liquid content lower than 8% for dry air conditions, and below 16% for humid conditions and air 

to ammonia ratios below 10-15. In humid conditions, the water vapor in the air condenses in 

the relatively cold cloud and releases heat, thus a cloud may become more positively buoyant 

with time. However, Kaiser and Griffiths (1982) suggest that sudden releases from pressurized 

containers will imply F > 20% and substantial dilution, therefore in most circumstances the 

cloud will not be positively buoyant. The same conclusion is reported by Kaiser and Walker 

(1978), with the caveat that they consider that buoyancy-induced cloud lift-off is possible for 

low wind conditions. Figure 7.3 shows a photo taken shortly after a catastrophic release of 

7,500 gal (~19 tons) of ammonia from a tanker truck accident that suggests lift off may have 

occurred.  

 
Figure 7.2. Ammonia cloud density as a function of the dilution with air and the liquid content (F) in 

mass (adapted from Kaiser and Griffiths, 1982). 
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Figure 7.3. Photograph of an anhydrous ammonia release that appears to show the cloud becoming 
positively buoyant (Courtesy of Carrol Grevemberg). 

 

Another common toxic industrial chemical, hydrogen fluoride (HF), has a molecular weight 

lower than air, but it forms oligomers in the vapor phase, 

with the consequence that the effective molecular 

weight is about three times the value expected. In 

addition, when mixed with dry air, these oligomers break 

up endothermically, lowering the gas cloud temperature. 

Consequently, hydrogen fluoride forms a dense gas 

cloud if released in dry air. In humid air, water vapor 

condenses heating the cloud and mixes with hydrogen 

fluoride to create a toxic fog (see Figure 7.4). At higher 

HF concentrations, the temperature decreases due to 

oligomer break up. According to Ott and Jørgensen 

(2002), both negative and positive buoyancy conditions 

are possible depending on the concentration, air 

humidity and other factors. In the URAHFREP field test 

(Ott and Jørgensen, 2002) no lift-off was observed, but 

the authors did not rule out the possibility of lift-off for releases in low winds (untested). 

Many chemical processes involve high temperatures because the reactions are exothermic or 

because high temperature favors the equilibrium or the reaction kinetics. Hence, high 

molecular weight chemicals could be released in an industrial accident as lighter than air 

substances and the amount released depends on the plant size and the safety measures. For 

Figure 7.4. Increase in hydrogen 
fluoride cloud temperature when 

mixed with moist air (from Schotte, 
1987). 
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instance, on March 25th, 1999, an explosion released 18,000 pounds (~8 ton) of sulfur dioxide 

into the atmosphere at the Chevron Texaco plant in Richmond (CA) 

(www.earthisland.org/journal/index.php/eij/article/toxic_tour).  

For hydrogen, the release from a pressurized system will generate a positively buoyant gas 

cloud due to its very low molecular weight. An example of a transport accident is the one that 

occurred on March 3rd, 1983, in a built up area of central Stockholm (Sweden), when 13.5 kg of 

hydrogen was released from 18 interconnected industrial pressure vessels (nominal pressure 

200 bar) being transported by a delivery truck (Venetsanos et al., 2003). Other likely scenarios 

involve the release of hydrogen from the storage system used on vehicles, as buses or cars. In 

this case, the release amount can range from 5 to 40 kg (Venetsanos et al., 2008). 

According to Hanna et al. (1998), for plumes where the buoyancy flux is conserved, there will 

be lift-off if: ( ) 20* >−= ugHL aap ρρρ , where H is the plume vertical depth. For a friction 

velocity of 0.5 m/s, the minimum density ratio to have lift-off goes from 0.5 for a plume depth 

of 1 m to 0.05 for a plume depth of 10 m (see Figure 7.5). For hydrogen, those ratios 

correspond to a cloud temperature greater than 40 and 21 K, respectively. 

 

 

Figure 7.5. Density ratio limit to have lift-off as a function of the friction velocity and the plume 
vertical depth. Curves are for H = 1, 2, 3, 10 m.  

 

A positively buoyant cloud tends to rise in the atmosphere and, in the process, it entrains fresh 

ambient air and cools down. At some point, the cloud will approach the ambient air density and 

http://www.earthisland.org/journal/index.php/eij/article/toxic_tour
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start behaving as a passive contaminant. It has been demonstrated that buoyant releases can 

disrupt the original flow structure and modify the turbulence intensity. For an unobstructed flat 

terrain, Devenish et al. (2010) have carried out a large-eddy simulation (LES) of an idealized 

buoyant release, showing that both the vertical velocity and buoyancy are much larger and 

more turbulent inside the plume than outside (see Figure 4 in the original paper).  

In a CFD simulation, Olvera et al. (2008) have shown that a buoyant plume released within the 

wake of a building alters the shape and size of the wake itself. As the plume buoyancy was 

increased, the height of the wake increased and its length decreased. In fact, buoyancy caused 

the plume to accelerate and entrain in the vertical direction, thus moving the “eye” of the 

recirculation cavity to a higher position since air was drawn towards the plume. 

Given the release quantities involved in potential transport or processing accidents, no plume-

to-met feedback effects are expected at the mesoscale. For instance, for the aforementioned 

hydrogen release in Sweden (Venetsanos et al., 2003), the effects on the wind were noticeable 

but local, i.e., within 40 m in the horizontal and 20 m in the vertical from the release point (see 

Figure 7.6). In principle, an on-line model will allow for a better simulation of the feedback 

between the buoyant gas cloud and the flow field at the urban scale, especially for complex 

environments, where universally valid parameterizations are difficult to determine. In addition, 

characteristic and average quantities present in simple parameterization might lose their 

meaning and will need to be replaced by local values. On-line LES and RANS CFD modeling 

approaches might be best suited for tackling urban scale buoyant gas problems, but very high 

resolution will be needed to adequately resolve the cloud and to correctly ascertain turbulent 

mixing and fresh air entrainment. RANS CFD turbulence schemes may need to be modified to 

account for buoyancy-induced turbulence. Thermodynamic equations to account for specific 

industrial chemicals and moisture phase changes also need to be included in the modeling 

system. 
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Figure 7.6. Planar (at 0.8 m from ground) and lateral view of the wind field overlapped with the 
buoyant hydrogen cloud at 10 s after start of the release. The rectangular shape in the figure on the 

left represents the truck. Courtesy of Dr. Alexandros Venetsanos. 
 

Table 7-3. Plume-to-Met feedback at the micro- and mesoscale for buoyant gas TICs? 

 

TIC’s Buoyant Gases   
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Microscale Possibly 

The buoyant gas can induce vertical winds and turbulence at the cloud location and in 
the immediate surroundings. The handful of buoyant TIC’s are typically only mildly 
buoyant, however. More likely to be relevant for larger releases, larger density 
differences, and light wind conditions. 

Mesoscale No 

Release amount not large enough to have an influence at the mesoscale. However, the 
positive buoyancy feedback at the local scale can alter the height and geometry of the 
“source” as described above. The handful of buoyant TIC’s are typically only mildly 
buoyant, however. 
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Depending on the amount of buoyancy of the TIC, there will be buoyant rise, 
subjecting the plume to winds at different heights, possibly altering transport direction 
due to wind shear. The rise will also reduce surface concentrations. Larger rise for low 
wind speeds, large density differences, and large releases. 

Mesoscale Possibly 

The buoyantly-induced rise on the local scale can result in radically altering the 
mesoscale transport direction and reduction of surface level concentrations depending 
on the variation of wind direction with height. Larger rise for low wind speeds, large 
density differences, and large releases. 
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7.3 Liquid Pool Chemical Releases 

Many industrial accidents involve chemical liquid spills. The plume resulting from the 

evaporation of the liquid pool may be an airborne health threat or a flammable hazard (the 

latter will be discussed in the next section). Chemicals of concern include petroleum products 

and toxic industrial chemicals stored and transported as liquids.  According to the National 

Response Center thousands of chemical spills occur per year with the majority occurring at 

industrial sites or during transport via truck or rail. 

The presence of a liquid pool on the ground modifies the surface energy fluxes, the surface 

albedo, the soil moisture thermo-dynamic state (it can solidify or melt depending on the pool 

temperature), and the terrain temperature, especially in case of cryogenic releases (e.g., liquid 

nitrogen, liquid hydrogen, LPG, LNG). A liquid spill at sea can modify the evaporation rate and 

the near-surface humidity.  To alter local meteorology, the spill size should be large and remain 

for some time.  Of course, the longer the liquid pool remains, implies less evaporation, and is 

therefore a less dangerous airborne hazard.  

The pool size depends on the amount released and the liquid chemical evaporation/boiling 

rate. For nearly-instantaneous releases on the ground of slowly-evaporating substances, such 

as crude oil, the final pool size can be calculated from the volume spilled and the minimum 

liquid thickness, the latter often assumed to be between 1 and 5 cm for pavement (e.g., Witlox, 

2000). By using this range and considering a release of a liquid from a common road transport 

truck (~30 m3), the final pool diameter will be 28–62 m. For transport accidents, the release 

volume is up to about 100 m3 and under ideal conditions the liquid pool diameter would be 

from 50 to 112 m. The volume for storage tanks can be an order of magnitude larger. For 

instance, the first storage tank involved in the Buncefield accident was 6,000 m3 (see Section 

7.4 for more details) and under ideal conditions the pool diameter would be from 195 to 437 m. 

These calculations assume that the liquid spreads over a perfectly flat surface, without any 

drainage system and/or confinement (e.g., curbs, buildings). Spills on the ground often result in 

pools of limited area because of the presence of obstacles and semi-permeable surfaces (e.g., 

gravel, soil). In an industrial setting, containment structures typically enclose storage tanks to 

limit liquid pool spread. As shown in Rosmuller (2009), the real pool shape can greatly differ 

from circular (see ) and the pool depth can be highly variable (for example, it reached 15 cm 

close to the noise shield). 
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On the other hand, liquid spills on water are free to expand and can reach larger extents. In 

addition, the capacity of maritime transport systems is far larger than those found for road and 

rail. The capacity of LNG carriers ranges from 120,000 to 260,000 m3 or about 51,000–110,000 

metric tons. In this case, the pool can reach some hundreds of meters, depending on the 

number of vessels breached and the hole size. Hightower et al. (2004) report some scenarios in 

which the pool diameters ranges from 148 m for a 1 m hole in one tank to 572 m for a 5 m hole 

in three tanks (volume spilled from each tank 12,500 m3). 

 

 

Figure 7.7. Shape of a water pool released from a railcar (50 m3) on the ballast in proximity of a noise 
shield after 20 min from the release. The pool is denoted by the blue hatched area  

(adapted from Rosmuller, 2009). 
 

In the case of substances with normal boiling points lower than the ambient temperature, only 

part of the stored content will be released in the liquid phase, and vigorous boiling and 

evaporation will reduce both the life span of the pool and its extent. For instance, in the NASA 

test #6 at White Sands (NM), 5.11 kg of liquid hydrogen were released in 38 s over a steel plate 

and sand. A minimum pool depth for liquid hydrogen is calculated to be 1.67 mm based on 

hmin = sqrt( surface tension / gravity / liq. density) and thus the pool diameter should be 7.4 m 

if there was no evaporation. The actual pool only lasted about 40 s and had a diameter 

between 4 and 6 m (corresponding to an average boiling rate of 4.7 kg/m2/s) (Verfondern and 

Dienhart, 1997). On the other hand, average evaporation rates for common hydrocarbons on 

the ground are 2-3 orders of magnitude lower (reproduced in Figure 7.8 from Cavanaugh et al., 

1994). For a gasoline pool of n-octane, for example, the time for complete evaporation will be 

about 35 min for a 1 cm pool depth assuming a constant pool area during the process. 
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Figure 7.8. Average evaporation rates for common hydrocarbons as a function of their normal boiling 
point (adapted from Cavanaugh et al., 1994). 

 

Typical TIC liquid pool sizes on land are relatively small compared to the mesoscale and would 

likely only cover part of a grid cell for even a very large release. It is highly unlikely that the 

liquid pool would affect the mesoscale flow field. At the microscale, the liquid pool from a large 

release at an industrial site could cover some hundreds of meters and could potentially affect 

the meteorology on a local scale. The pool may modify the heating and cooling of surfaces, 

possibly locally altering the atmospheric stratification in the surface layer immediately above 

the liquid pool, thereby modifying the turbulence intensity. These changes will in turn modify 

the evaporation rate and the pool size, closing the feedback loop. For cryogenic pools, 

Venetsanos et al. (2007) postulated that: “The near-ground release of cryogenic hydrogen 

resulting in a stable stratification has, in the initial phase, a damping influence on the isotropic 

turbulence in the boundary layer to the ambient air, thus leading to a stabilization of the buffer 

layer (so-called cold sink effect).” The formation of a dense cloud on top of the pool acting as a 

secondary source has been included in the DEGADIS model (Spicer, 2010). Other authors have 

suggested otherwise (Britter et al., 2009): “The tendency towards strong stability is countered 

by the mixing in the air right above the pool due to the vigorous boiling and bubbles and drops 

splashing up.” According to Brighton (1985), for evaporating substances, the boundary layer 

above the pool will be affected by the injection of the evaporating substance only for still wind 

conditions. 
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For an extreme over-water example, in the case of the Deepwater Horizon accident on April 

20th, 2010, an estimated 4.9 million barrels (780,000 m3 or about 650 million metric ton) of 

crude oil was released into the water, corresponding to a pool size of roughly 1,500 km² by April 

25th and even larger later (see Figure 7.9). It is well understood that the ocean albedo and 

surface evaporation could be modified, but in a NOAA (2010) study on whether hurricane 

formation could be altered by the large oil slick, they indicated that the slick is patchy rather 

than uniform, so that the reduction in the evaporation rate is expected to be negligible. 

Although they ultimately concluded that the anticipated impact on a hurricane was negligible – 

in part because the oil slick was small compared to the typical hurricane size – this does not 

mean the local meteorology was not altered and that the transport of the plume of evaporating 

organic compounds would not be influenced. Tuluri et al. (2012), on the other hand, reported 

that sea surface temperatures were 2-3° C above the climatological mean (consistent with a 

lower albedo) during the months of the oil spill and that differences in dew point temperatures 

measured above and outside the oil slick support the hypothesis of reduced evaporation. Tuluri 

et al. speculate that synoptic scale wind patterns could be altered. Interestingly, aerial research 

scanning polarimeter measurements by Ottoviani et al. (2012) revealed that over the oil slick 

“the apparent wind speed is significantly lower than in adjacent uncontaminated areas, 

suggesting that the slick dampens high-frequency components of the ocean wave spectrum.”  

  

 

Figure 7.9. NASA satellite pictures of the oil slick on April 25th, 2010 (on the left) and on May 24th, 2010 
(on the right). The oil slick is in white. 
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Most liquid pool models are analytically based and are used as source terms for Lagrangian puff 

or slab models. Ichard et al. (2010) coupled a CFD model with a shallow water model to 

simulate the rainout from a flashed spray emitted from a hole in a storage container, the liquid 

pool formation, growth, and evaporation, and the subsequent downwind plume. Comparisons 

with the Desert Tortoise pressurized liquefied ammonia releases showed good agreement. It is 

not clear, however, if the CFD air flow calculations included feedbacks from the liquid pool 

through the temperature boundary condition.  

 
Table 7-4. Plume-to-Met feedback at the micro- and mesoscale for TIC liquid pools? 

 

7.4 Flash Fires, Vapor Cloud Explosion, Chemical Pool-Fires 

Flash fires, vapor cloud explosions (VCE), and pool-fires have in common the formation of a fire, 

but they are quite different phenomena (CCPS, 1994, 1996): 

• a flash fire is an intense but short fire associated with the ignition of dusts, combustible 

liquids, or flammable gases and produces negligible overpressure; 

• a vapor cloud explosion (VCE) occurs when an airborne mixture of flammable vapors, 

gases, aerosols, and mists is ignited and the flame speed accelerates to sufficiently high 

velocities to produce significant overpressure; and, 

• a pool-fire results from ignition of the vapor immediately above a liquid pool and can be 

a self-sustaining buoyancy-controlled fire as long as the vapor source exists; 
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Microscale Not likely 
The pool can modify the local surface albedo and mass and energy fluxes but the 
effects are expected to be localized close to the surface and undetectable beyond the 
pool extent. If the release is cold, it could modify the surface layer stratification. 

Mesoscale No 
Typical release amounts not likely to impact the mesoscale meteorology. Very large oil 
spills in the ocean could alter local albedo and evaporation, thus possibly modifying 
near surface temperature, humidity, and atmospheric stability. 
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Minimal effects on the plume transport are expected. Local temperature and near-
surface stratification may influence the evaporation rate.  

Mesoscale No Release amounts too small to result in plume-to-met feedback. 
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Although a flash fire burns extremely hot (e.g., 800-1300 K) it only it only lasts about 3 seconds 

or less. Likewise, in the case of a vapor cloud explosion, the combustion of a premixed gas cloud 

lasts only a few seconds, and then either the accident is over or a pool-fire is triggered. 

Therefore, any feedback to the meteorological variables is likely irrelevant because the total 

intercepted radiation by an object near a flash fire or the VCE is substantially lower than in case 

of a pool-fire. In both cases, the hot vapors will result in a fireball rising through the 

atmosphere analogously to a buoyant cloud. At the microscale, such as an urban cityscape, 

there will be a coupling of the buoyant cloud, the dispersal of the combustion products, and the 

ambient flow field. Like RDD’s (see Section 7.7), feedback is most rigorously handled via 

integration of the advection-diffusion equation for concentration with the conservations 

equations for momentum and heat (with the caveat that the grid size be small relative to the 

scale of fireball or fire). However, like for RDD’s, Lagrangian puff and random-walk T&D models 

can include parameterizations to account for the buoyant rise associated with the explosive 

release of energy, albeit they are not as universal as compared to an on-line CFD model and 

may fail outside the bounds of their original derivation (e.g., for complex terrain scenarios).  

Pool-fires, on the other hand, represent a hazard because of the sustained emission of thermal 

radiation and gaseous and particulate combustion products (e.g., soot, polycyclic aromatic 

hydrocarbons – PAH’s, volatile organic hydrocarbons – VOC’s, carbon monoxide, nitrogen 

dioxide). In addition, reduction in visibility can constitute a risk in confined environments such 

as road and rail tunnels. Feedback mechanisms due to the presence of a pool-fire are: 

• the convergence of air toward the flame at ground level due to the updraft caused by 

the flame buoyancy; 

• the thermal radiation emitted to the surroundings which can warm up the air and 

ground in the proximity of the fire; and, 

• the obscuration of the surface due to the opacity of the emitted smoke. 

The smoke plume is buoyant because the combustion gases are significantly hotter than the 

surrounding air (~600-800 K, McCaffrey, 1979). In a pool-fire, the upward velocity is function of 

the pool diameter, the wind speed, and the burning substance (see Rew and Hulbert, 1996; Raj, 

2007). For a 20 m diameter pool of LNG on land, for example, the upward velocity at the flame 

top can reach 24 m/s in a 2 m/s wind (see correlations in Raj, 2007). Clearly, an updraft of this 

magnitude will loft gaseous and particulate toxins high into the air and reduce near-source 
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ground-level plume concentrations. Different injection heights can also result in a different 

plume transport direction due to height variation of the winds. 

Analogously to wildfires, the relevance of these feedback mechanisms can be ascertained with 

the convective Froude number: ( ) fc WguFr θθ∆= 22 , where u  is the wind speed, θ  is the 

potential temperature, θ∆  is the temperature anomaly, and fW  is the flame width (Clark et 

al., 1996). The Froude number expresses the ratio of the wind’s kinetic energy to the sensible 

heat (buoyancy) provided by the fire. For large convective Froude numbers, i.e., for strong 

winds compared to the energy emitted by the fire, the flame is bent toward the ground and the 

airflow is barely disturbed. Conversely, in weak winds the updraft due to the flame-induced 

heating and buoyancy dominates the flow field close to the flame. Figure 7.10 shows the wind 

vectors for a grass fire for different inlet wind speeds (obtained with the CFD code 

HIGRAD/FIRETEC). As can be seen, the fire is more effective at modifying the local circulation 

for lower wind speeds that correspond to shorter fire widths and lower Froude numbers. 

 

 

Figure 7.10. Influence of the wind field on the local circulation  
(adapted from Linn and Cunningham, 2005). 

 

Although the aforementioned feedback mechanisms can be parameterized to some extent into 

semi-empirical models, an on-line CFD system with fire, T&D, and meteorology linked together 

could potentially be predictive and be valid for a wider range of environmental conditions. A 

number of on-line CFD modeling studies of liquid pool-fires have been performed, with focus 
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on burn rates, flame feedback, and soot formation (e.g., Novozhilov and Koseki, 2004), the 

thermal radiation produced by pool-fires (e.g., Chun et al., 2009), and cloud rise, combustion 

products, and downwind plume dispersion (e.g., Argyropoulos et al., 2010). 

The thermal radiation from the pool-fire is expected to only influence the meteorology locally 

in the immediate vicinity of the pool-fire because the radiation decreases rapidly with distance. 

For instance, Figure 7.11 shows the heat radiation to an object lying horizontally on the ground 

for a pool of 5 m in diameter and a wind speed of 2 m (view factors calculated with the method 

in Mudan, 1987, and the pool-fire correlations in Brambilla and Manca, 2009). As can be seen, a 

very high value can be reached close to the flame, but the heat flux drops off rapidly. Assuming 

a pool depth of 1 cm, the fire will last less than 2 min in this example due to evaporation and 

burn off of the source.  

 

Figure 7.11. Heat flux received by an object lying horizontally on the ground for a pool of 5 m in 
diameter and a wind speed of 2 m. 

 

The smoke from the pool-fire contains pollutants (e.g., soot, carbon monoxide, nitrogen oxides) 

that may alter the radiation balance and consequently the surface energy balance. These 

effects are expected to be negligible for small pool-fires even at the microscale. Conversely, for 

very large fires, lasting many hours if not days, the massive injection of chemicals in the 

atmosphere may play a role in the weather evolution at the mesoscale level. The magnitude of 

the impact will depend on the mass of pollutants emitted, the plume injection height, its 

vertical depth, the boundary layer depth, the strength of the winds, and the wind shear 

(Vautard et al., 2007).  
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The Buncefield accident that occurred on December 11th, 2005 approximately 40 km north of 

London is an extreme example of a large pool-fire. The overfilling of a depot tank with refined 

oil led to the formation of a flammable vapor cloud that exploded. The first explosion was 

followed by subsequent explosions and a large pool-fire that involved over 20 large petroleum 

distillate storage tanks of various sizes (www.buncefieldinvestigation.gov.uk) and reached 

about 100×150 m in size (Drysdale, 2010). The fire lasted four days and consumed about 82,359 

metric tons of fuel (Targa et al., 2006) for a thermal energy release of about 3.6×1015 J 

(Devenish and Edwards, 2012). This accident produced the largest plume of black carbon in 

Europe since the end of World War II (Devenish et al., 2010). According to Targa et al. (2006), 

the total emissions were 27.3-54.6 metric tons of NOx, 6,055-12,110 metric tons of PM10, 3,633-

7,266 metric tons of PM2.5, 0.97-1.93 g-TeQ g of dioxins, 210-419 kg of Benzo[a]pyrene, 74-148 

metric tons of non-methane VOC, 1,257-2,514 metric tons of CO, 42.8-85.6 metric tons of 

benzene, 105,000-211,000 metric tons of CO2, and 28,700-57,500 metric tons of C. These 

estimates are bounds between the low estimate (50% loss of fuel on site) and the worst-case 

scenario (100% loss of fuel on site). These amounts are about 3-10% of those produced in the 

Kuwait oil fire (Mather et al., 2007, see also Section7.10). 

The generated smoke plume rose to an altitude of about 2,700 m (see Figure 7.12) and was 

injected directly into the free troposphere above the shallow winter-time boundary layer 

(about 70 m at the moment of the accident at ~6 AM), so that the plume did not mix down to 

the ground (Vautard et al., 2007). The plume had an effect on the solar radiation incident on 

the ground: the Facility for Airborne Atmospheric Measurements research aircraft took 

measurements from within the plume on December 13th and showed that 100 W/m2 of solar 

radiation was absorbed by the plume 78 km downwind of the source (Webster et al., 2007). 

Burt (2006) reported a reduction of 25% in the global solar radiation at Basingstoke, 71 km 

southwest of the accident location on December 11-12. On December 12th, the plume was 

about 110 km long and 3-6 km wide (see Figure 7.13). It is not clear, however, whether the area 

covered by the plume would result in enough cooling of the surface to modify the 

meteorological flow fields or whether the particulates resulted in enhanced or reduced cloud 

cover. 

 

http://www.buncefieldinvestigation.gov.uk/
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Figure 7.12. Plume generated in the Buncefield accident (11:40 AM, December 11th, 2005). 
On the left: www.buncefieldinvestigation.gov.uk; on the right: courtesy of Dr. David J. Otway. 

 

 

Figure 7.13. Aqua satellite image of the smoke plume on December 12th
, 2005  

(adapted from rapidfire.sci.gsfc.nasa.gov). 

 

Current pool-fire models parameterize the effect of the wind on the fire by using the 

unperturbed, unique wind speed at a certain distance from the fire to calculate the fire 

properties (e.g., Raj, 2007). These parameterizations might fall apart when applied in urban 

areas or in complex terrain due to the difficulties in defining an unperturbed, unique wind 

speed. If the feedback on the airflow is accounted for, new correlations will need to be 

developed. The smoke rise has been parameterized within transport and dispersion models or 

as a stand-alone model providing the injection height using the similarity equations for buoyant 

http://www.buncefieldinvestigation.gov.uk/
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plumes (e.g., Briggs, 1984). In complex terrain or in urban environments these may break down 

and a CFD modeling approach might be better able to handle the complexity. 

While small pool-fires are not expected to influence the weather at the mesoscale, fires as large 

as the one at Buncefield are more likely to have an effect because of the potentially large area 

covered by the smoke plume over an extended period of time and modification of the solar 

radiation reaching the ground. In this case, the pollutant concentration needs to be translated 

into optical depths and the radiation algorithm in the Met code modified to account for the 

absorption of short-wave radiation by the pollutant. In addition, an additional term 

representing the hot gases buoyancy might need to be added to the thermal balance in the Met 

model. However, even in the Buncefield accident the fire was only 100x150 m in size thus it is 

debatable whether the heat added to the atmosphere would modify the weather on the 

mesoscale. We point out that the U.K. Met Office responded in real-time to the event running 

an off-line Met and T&D system using the wind fields from their numerical weather prediction 

code (the Unified Model) to drive their Numerical Atmospheric dispersion Modeling 

Environment (NAME) particle transport and dispersion code. They indicated they were fairly 

successful in tracking the direction of the plume when the plume injection height was retrieved 

from visual data instead of calculated (Webster, 2006; Webster et al., 2011). In a post-event 

analysis, Vautard et al. (2007) ran the MM5 mesoscale atmospheric code and the CHIMERE 

transport and chemistry models in an off-line mode and also reported general agreement with 

satellite images of the plume. In this case, the plume injection height was calculated with the 

LES model ALOFT-FT (Vautard et al., 2007). 

 
Table 7-5. Plume-to-Met feedback at the micro- and mesoscale for flash fires, VCE’s, and TIC’s pool 

fires? 
Flash Fires, Vapor Cloud Explosion, Chemical Pool-Fires 
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Microscale Yes 
The heat generated by the fire causes an updraft which then sucks in fresh air 
horizontally near the surface creating a local circulation. More relevant for low wind 
speeds and larger fires. 

Mesoscale Likely 

In addition to updrafts, for large fires that have a relatively long duration the smoke 
plume will change the radiation balance and therefore the surface energy balance, 
with the possibility of changes within the planetary boundary layer (e.g., temperature 
profile, stratification, wind circulation patterns). Smoke particles act as cloud 
condensation nuclei and alter rain patterns. Moisture injected into atmosphere as 
well. 
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7.5 Chemical Weapons Agents 

Chemical weapon (CW) agents – nerve agents like VX and Sarin and vesicants like Mustard and 

Lewisite – are of concern in the context of military and national security MCW (Mass Casualty 

Weapons) threats (USAMRICD, 2007). These compounds are liquids at common ambient 

temperature and pressure and according to Alibek et al. (2006) may be disseminated by 

evaporation via heating, by explosive dispersal, or by sprayer. When released in droplet form, 

they are both a cutaneous hazard from droplet deposition and for relatively higher volatility 

agents (e.g., sarin, soman, tabun) an inhalation hazard as a result of the evaporation of the 

airborne droplets. For droplets that have deposited onto surfaces, there is also concern of a 

longer-term lower-dose inhalation hazard from secondary evaporation (e.g., Savage et al., 

2007). Although use and production of CW agents would be a violation of the Geneva Protocol 

and the Chemical Weapons Convention (CWC), it is commonly understood that some countries 

are not in compliance, others have historic stockpiles that have not been completely destroyed 

yet, and some CW agents can be produced via known chemical-industrial methods with readily-

available industrial equipment by non-state actors (e.g., OTA, 1993). 

Relative to toxic industrial chemicals, CW agents are more toxic per unit mass. For example, 

according to the NRC (1997) the fifty percent inhalation lethal concentration threshold (LCt50) 

is 900, 70, 35, 35, 15 mg-min/m3 for distilled mustard (HD), tabun (GA), sarin (GB), soman (GD), 

and VX, respectively, as compared to 6,000-19,000 mg-min/m3 for chlorine, and 41,500-

100,000 mg-min/m3 for ammonia (e.g., Schubach, 1997; USAMRICD, 2007; Hurst, 2008). Since 

CW agents are more toxic than most TIC’s, it is reasonable to expect that they would be used in 

small quantities but not guaranteed. The size of a CW agent release is open to speculation, but 

we can bound the amount by use of estimates from past military use and terrorist events, 
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Microscale Likely 

The buoyant rise impacts the plume injection height and therefore the impacts the 
surface-level concentrations and potentially the transport direction depending on the 
vertical wind shear.  

Mesoscale Likely 

In addition to the impact due to the buoyant rise, the absorption of the solar radiation 
by the dark plume can heat the plume and alter the injection height further. The 
potential alteration of rain patterns can effect washout and scavenging. Depending on 
the amount of smoke generated and plume coverage area, the reduction in the solar 
radiation could impact mesoscale circulation patterns, thus altering plume T&D.  
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historical production amounts and/or current stockpile estimates, typical munition sizes from 

the former offensive state-sponsored programs, as well as numbers often used for training and 

vulnerability assessment exercises.  

Although past production does not indicate current stockpiles or capabilities, it does provide an 

estimate of what a state-sponsored program could potentially produce today or in the future. 

Sidell (2008) reports that about 10,000 to 30,000 tons of Tabun (GA) were produced by the 

Germans during World War II. A 2003 report by the Organization for the Prohibition of 

Chemical Weapons indicated that member states declared almost 70,000 tons of chemical 

weapons agents (OPCW, 2003). According to the U.S. Army Chemical Materials Agency (2012), 

89.75% of U.S. chemical weapons have been destroyed as of January 2012. They indicate that 

the destroyed quantity represents 24,923 metric tons of nerve and blister agents, implying that 

roughly 2,500 tons remain. As part of the CWC, Russia announced almost 40,000 tons of 

chemical weapons agents in their stockpile in 1997 and as of July 2012 indicated that 25,000 

tons had been destroyed (GSN, 2012a). Although it is difficult to estimate the CW agent 

stockpile size of suspected countries since it is easy to disguise production facilities due to dual 

use technologies, it has been reported that Libya may have 11.25 tons of mustard gas in storage 

(GSN, 2012b) and Syria may have a 1,000 tons of chemical agents (Marcus, 2012). In Iraq, the 

United Nations Special Commission (UNSCOM) reported that Iraq produced 3,850 tons of 

chemical agents and that UNSCOM supervised the destruction of 690 tons of chemical weapons 

in the early 1990’s (UNSCOM, 1997). According to a South Korean Ministry of National Defense 

estimate, North Korea is suspected of having from 2,500 to 5,000 tons of chemical agents 

(RKMND, 2010). 

The mass of CW agent in standard Soviet chemical munitions are reported to have ranged from 

1-10 kg for artillery shells and from 25 to over 600 kg for tactical missile warheads and 

impact-fuzed and airburst aerial bombs (AFMAN32-4017, 1998). An Iraqi Scud missile is said to 

be able to carry a 500 kg sarin payload (Chow et al., 1998). A truck-mounted sprayer used for 

insecticide dispersal can carry a 4,000 L container (~4,000 kg). Crop dusters can carry a liquid 

payload up to about 4000 kg. Consider that multiple vehicles could be used at the same time 

(see for instance Figure 7.14). During the Vietnam War, agent Orange (a defoliant) was sprayed 

from C-119 and C-123 planes in up to 1,000 gallon (3,785 L) quantities (e.g., Young, 2006). 
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Figure 7.14. Defoliant spray run by multiple UC-123B as part of Operation Ranch Hand, during the 
Vietnam War (source: en.wikipedia.org/wiki/File:%27Ranch_Hand%27_run.jpg). 

 

Although chemical weapons agents are known or suspected of being used in a dozen or so 

cases, it is difficult finding estimates of the amounts of CW agents released. There are some 

exceptions. Iraq is known to have conducted chemical attacks in the Iran-Iraq war in the 1980’s. 

Ali (2001) reports that 250-500 kg bombs were dropped from jets, while helicopters dropped 

220 L bombs, 55 gallon drums, and some were equipped with 1,000 L capacity sprayers. Tu 

(2007) describes the production of sarin by the Japanese cult Aum Shimrikyo and estimated 

that they sprayed 30 kg Sarin in the 1994 Masumoto attack and placed a 6 L bag of liquid sarin 

to disperse via evaporation on a Tokyo subway car in 1995. Tu (2007) indicates that they had a 

production facility capable of producing sarin in ton quantities. At a weapons depot in 

Kamasiyah, Iraq, U.S. soldiers unknowingly caused a plume of nerve agent sarin to be emitted 

into the air when they detonated from 500 to 1,200 unmarked sarin-containing rockets in an 

open pit (Gillert, 1997). According to Walpole and Rosker (1997), there were 1,250 rockets with 

6.9 kg of a sarin/cyclosarin mixture. Based on post-event experiments to estimate the release 

mass, it is estimated that 1,300 L (18% of the nerve agent) was released into the atmosphere 

(Walpole and Rosker, 1997). This case was also simulated off-line, using COAMPS, MM5, and 

OMEGA to estimate the meteorological conditions and SCIPUFF, NUSSE4, and VLSTRACK to 

simulate the dispersion (www.gulflink.osd.mil/khamisiyah_tech/kham_tech_s13.htm). 

In the scenarios created for Project Air Force, Chow et al. (1998) describe different delivery 

modes, including a 500 kg CW agent ballistic missile, a 1,000 kg aircraft spray tank, and a 150 kg 

covert vehicle spray tank. They discuss several attacks per day over many days to disable an 
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airport. The OTA (1993) provides various estimates of CW agent required for different military 

missions ranging from 1,700 kg for a disruptive attack and up to 65 tons to defend military units 

from a ground attack over a 65 km wide front.  

One potential feedback mechanism is via the change in vapor pressure as the CWA droplets 

evaporate. However, Kukkonen et al. (2001) numerically showed that accounting for the sarin 

gas concentration in the toxic agent cloud did not appreciably change the droplet evaporation 

rate. In the colloids and combustion communities, it has been demonstrated that droplets in 

non-dilute sprays behave differently than isolated droplets. Indeed, there are both direct and 

indirect interactions among heavily-laden droplet sprays such as the reduction in the drag 

exerted by the air flow on the droplets which then impacts their velocity and evaporation (and 

Sirignano, 1994; Miller and Bellan, 1999; Salewski and Fuchs, 2008). These effects are relevant 

at very high droplet concentration, close to the spray nozzle. Consider also that the quantities 

for munitions reported above are about two orders of magnitude lower than typical releases of 

liquids or dense gases from road transport accidents (see Sections 7.1 and 7.3), which were 

demonstrated to have only local microscale effects on the flow field. It is therefore difficult to 

imagine that the CW agent dispersion and evaporation will impact the meteorology much 

downwind of the release point and beyond the boundaries of the cloud because of the 

expected release amounts and airborne concentrations. Even for a dramatically large release, it 

can be hypothesized that the release would be disseminated (e.g., by a plane) to cover a large 

area in order to affect the most people, thus resulting in relatively low concentrations.  

We are not aware of any on-line fully-coupled modeling of CW agents. In the combustion 

droplet spray community, Miller and Bellan (1999) adopted the compressible form of the gas 

phase equations to fully couple the air and hydrocarbon droplet evolution to demonstrate the 

difference in the evaporation rate when accounting for or neglecting the local hydrocarbon 

concentration in the vapor phase. The effect of the concentration of the CW agent in the vapor 

phase can also be accounted for by tracking the gas dispersion after evaporation within the 

T&D model, without building an on-line coupled system. The differences in heat and 

momentum transfer between the isolated droplet and cluster of droplets can also be 

parameterized instead of resolved (Chiu, 2000). If released through explosively-dispersed 

ground- or air-burst munitions, then at the microscale there is the possibility of needing to 

consider the thermodynamic feedback component due to the energy input, although this could 
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be easily parameterized as well using traditional buoyant cloud rise approaches (e.g., Boughton 

and DeLaurentis, 1986). Nonetheless, it is felt that an on-line coupled modeling system with 

feedback is not important for the majority of CW agent release scenarios. We believe that 

uncertainties in the source term (droplet distribution, release amount, agent properties) and 

meteorological conditions will overwhelm any potential impact of two-way feedback due to the 

CWA plume. 

 
Table 7-6. Plume-to-Met feedback at the micro- and mesoscale for chemical weapon agents? 

 

7.6 Dry and Wet Slurry Biological Agent Releases 

Biological agents such as Bacillus anthracis and Francisella tularensis may be disseminated into 

the air either in dry or wet form. In the former case, the bio-agent is aerosolized in a powder 

form. In the latter, it is mixed with water and perhaps other food solids and/or adjuvants and 

emitted through a nozzle able to break the liquid jet into fine droplets that can be transported 

by the wind. The fate of the spray depends on the wind speed, droplet size and properties (e.g., 

density, vapor pressure), and the atmospheric relative humidity, temperature, and pressure. 

It would be extremely improbable that a large dry release of a biological agent would impact 

the meteorology in any significant way. This is partly due to the fact that a postulated “large” 

release for a biological agent – in the range of tens of kilograms – is a relatively small release as 

compared to most air pollution sources and industrial chemical releases. If released similarly to 

an explosive radiological dispersal device or through ground- or air-bursting munitions, then at 

Chemical Weapon Agents  

Pl
um

e-
to

-M
et

 
Fe

ed
ba

ck
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Typical release quantities from sprayers or non-explosive bomblets are too small to 
affect the meteorology even at the microscale. Need to account for buoyancy in case 
of release by explosive bomblets or other explosive devices. See RDD’s below. 

Mesoscale No Release quantities are too small to affect mesoscale meteorology. 
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Microscale Not likely 

Sprayed releases do not result in plume-to-Met feedback. For explosive dissemination, 
one needs to account for the buoyant cloud rise (see RDD’s below). Buoyant rise will 
result in lower surface concentrations and potentially a different transport direction if 
there is any vertical wind shear. 

Mesoscale Not likely 
Release amounts too small to result in plume-to-met feedback. However, if explosively 
disseminated, buoyant rise may result in altered mesoscale T&D.  
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the microscale there is the possibility of needing to consider the thermodynamic feedback 

component due to the heat input that could cause the particles to rise and thereby change the 

nature of the downwind ground-level concentrations. Although this effect could be rigorously 

accounted for through an on-line CFD solver (or high resolution Met code) coupled with an 

Eulerian scalar concentration advection-diffusion solver, the buoyant rise can be parameterized 

within a Lagrangian T&D model – similar to what is done by several RDD T&D modeling systems 

(e.g., Boughton and DeLaurentis, 1986). In order to disseminate but not destroy the biological 

organisms, the high explosive amount is likely relatively small, thus it may not appreciably alter 

the particle cloud height.  

In the case of a wet slurry, aircraft spray tanks or boat- or truck-mounted aerosol generators 

will likely release enough liquid (typically water) to modify the local humidity field and could 

influence plume transport and dispersion, especially in dry environments. If hundreds to 

thousands of liters of slurry are released, the evaporation of the water droplets will increase 

the local relative humidity within the plume, thus decreasing the droplet evaporation rate. 

Larger droplets will fall out more rapidly, effectively lowering the plume centerline and/or 

resulting in more surface deposition. This can change the near-source plume concentration 

levels, the near-field fallout patterns and, depending on the vertical variability of the winds, 

might alter the longer-range plume transport direction.  

Just this issue has been brought up in the aerial crop spraying community in which pesticides 

are sprayed onto crops. In fact, the application of water-based slurries of Bacillus thuringiensis 

kurstaki (Btk) that are sprayed onto forests to combat the gypsy moth is analogous to a bio 

agent wet slurry attack. Thistle and Teske (2010) indicated that the local humidity increase 

produced by the evaporating droplets is as an issue of concern in Btk spraying applications, but 

indicated that it is not something currently included in spray-drift T&D models.  

To implement an on-line system for a wet slurry, the evaporated water vapor from the 

bio-slurry plume has to be transferred to the atmospheric moisture advection-diffusion 

equation as a source term. This can be most easily accomplished via an Eulerian scalar 

concentration advection-diffusion equation, but straightforward approaches could also be 

developed for Lagrangian T&D models. In either case, very high spatial resolution will be 

needed in the Met or CFD models to accurately resolve the plume humidity field. Note that the 

slurry-injected humidity, however, will only need to be accounted for on the microscale. Over 
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distances of several hundred meters, it is expected that the cloud humidity will converge to the 

ambient humidity as the plume mixes with surrounding air. Hence, with some assumptions 

regarding the equivalency of the concentration and moisture diffusion, it is possible to keep 

track of the change in the relative humidity due to the evaporating droplets within the 

Lagrangian T&D plume model and then modify the droplet evaporation rate so that the 

feedback is internal to the T&D code. 

 
Table 7-7. Plume-to-Met feedback at the micro- and mesoscale for dry and wet bio agents? 

 

7.7 Radiological Dirty Bomb 

A radiological dirty bomb is a conventional high explosive (HE) such as TNT or ANFO packaged 

with radioactive material such as 137Cs, 90Sr, 60Co, 241Am, 252Cf, 192Ir, 226Ra and 238Pu (e.g., 

Zimmerman and Loeb, 2004; Musolino and Harper, 2006). The intent is to use the explosion to 

create particles and the heating of the air to loft radioactive material high into the air in order 

to facilitate dispersion over a wide area in the form of a dust. Typical radiological dispersal 

device (RDD) planning scenarios involve the detonation of 1 to 10,000 Ci (e.g., Ring et al., 2004; 

Reshetin, 2005; Harper et al., 2007; Rosoff and von Winterfield, 2007; Sohier and Hardeman, 

2007; Shin and Kim, 2009) with HE amounts ranging from 5 lb (2.27 kg) for a pipe bomb, 50 lb 

(22.7 kg) for a suit case bomb, from 500 to 1,000 lb (227-454 kg) for a trunk bomb, and on the 

order of 10,000 lb (4,536 kg) for a large truck bomb (FEMA, 2005). The mass of radioactive 

material aerosolized in these scenarios is typically rather small, ranging from grams to 

kilograms. Zimmerman and Loeb (2004) define a large RDD as 1,000 to 10,000 Ci in size, and a 
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No for dry releases as release quantity is too small. Local change in humidity possible 
for a large wet slurry release. 

Mesoscale No Releases are too small to impact mesoscale meteorology. 
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 Microscale Possibly 

For a large wet slurry release, the decrease in droplet evaporation due to a local 
increase in humidity can lower the plume centerline due to enhanced gravitational 
settling, thus potentially increasing fallout, altering near-surface concentration, and 
possibly affecting the plume transport direction.  

Mesoscale Possibly 
Releases are too small to result in plume-to-Met feedback. However, the sub-grid local 
scale impact of the plume centerline being lowered due to larger droplets could alter 
plume T&D on the mesoscale.  
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“super RDD” as larger than 10,000 Ci. Harper et al. (2007) indicate that releases greater than 

10,000 Ci are unlikely to occur due to source availability, mass, and engineering hurdles. 

The detonation of the explosive contained in the RDD will generate a fireball of shorter 

duration and higher temperature than a fireball generated from a BLEVE (Boiling Liquid 

Expanding Vapor Explosion) or a VCE (Mannan and Lees, 2005). According to Gilbert et al. 

(1995), cloud temperature at the end of the fireball stage will be ~1150 K for a TNT explosive 

and last a few seconds at most. For a 10, 100 and 1000 kg dirty bomb HE mass, the fireball 

radius will be approximately 7.5, 16.2, and 35 m, respectively (Mannan and Lees, 2005). The 

explosively driven buoyant rise will cause an updraft, a local inflow of air at the base of the 

fireball and a modification of turbulence within the cloud. Yaar and Sharon (2008) indicate that 

the buoyancy-driven cloud rise may last for several minutes.  

Due to the short duration and small size of the heated cloud, thermodynamic feedback is not 

expected to be relevant at the mesoscale. However, plume transport direction, speed, and 

ground level concentrations will likely be impacted over the micro- and mesoscales if the near-

source buoyant rise is not accurately captured. Based on experimental data, Church (1969) 

showed that for a 100 lb HE yield, the cloud rise may be in the range of 200-300 m, while for 

1,000 lb it may be from 400-500 m. The lofting of the plume will dramatically reduce the ground 

level concentrations and fallout patterns. Not accounting for or inaccurately estimating the 

cloud rise will result in the plume traveling at the wrong wind speed and possibly the wrong 

direction potentially impacting the longer range transport of the plume over the mesoscale. 

Parameterizations have been successfully incorporated directly into T&D models to account for 

the buoyant rise and the enhanced turbulence based on the high explosive mass, unperturbed 

wind speed and atmospheric stability without considering feedback (e.g., Boughton and 

DeLaurentis, 1986; Brown and Williams, 2007). These parameterizations, however, might not 

work as well or be difficult to adapt for very complex flow fields at the microscale. For example, 

how to parameterize the interaction of the buoyant cloud with winds induced by surrounding 

terrain (e.g., a valley flow or a sea breeze) or with updrafts and downdrafts produced around 

tall buildings might not be trivial and perhaps better described in a full-physics on-line CFD or 

microscale Met modeling system with momentum and thermodynamic feedback from the T&D 

model. Grinstein et al. (2011) discuss the application of an LES model to this problem in an 

urban area, for example. It should be pointed out that both very high grid resolution to resolve 
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the cloud and an accurate turbulence scheme is required in order to accurately account for the 

entrainment and feedback of the rising cloud on the flow field. One should not assume that a 

CFD model by default will produce an accurate answer.  

 
Table 7-8. Plume-to-Met feedback at the micro- and mesoscale for RDD’s? 

 

7.8 Conventional or Improvised Nuclear Detonations 

It is well-known that scientists have postulated that a massive conventional nuclear weapon 

exchange could lead to a “nuclear winter” as a result of large fires lofting massive amounts of 

dark smoke and aerosol particles into the upper troposphere/stratosphere (e.g., Turco et al., 

1983). The smoke would persist for years since there is no rain to wash it out and the soot and 

dust would reflect and scatter the incoming sunlight, reducing the Earth’s surface temperatures 

dramatically. Robock et al. (2006, 2007) simulated a nuclear scenario involving the detonation 

of 100 Hiroshima-size (15 kt) nuclear weapons with the GISS modelE. The model was initialized 

by injecting 5 Tg of black carbon into one model vertical column in the layers that correspond to 

the upper troposphere (300-150 mbar). The nuclear detonations and fires were not modeled. 

The atmospheric model was coupled to a full ocean general circulation model and accounted 

for the feedback from aerosols. The predicted catastrophic, long-lasting consequences on the 

Radiological Dispersal Devices  

Pl
um

e-
to

-M
et

 
 F

ee
db

ac
k?

 

Microscale Yes 
The heat generated by the explosion will likely lead to upward motion and perhaps 
buoyantly-generated turbulence. More relevant for low wind speeds and larger 
explosive mass. 

Mesoscale No 

Release amount not large enough nor lasts long enough to influence the mesoscale 
meteorology. However, the positive buoyancy feedback at the local scale can alter the 
height and geometry of the “source” as described above resulting in the heated cloud 
being lofted higher into the atmosphere.  
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Microscale Likely 

Depending on the amount of heat generated by the explosion, there will be buoyant 
rise, subjecting the plume to winds at different heights, possibly altering transport 
direction due to wind shear. The rise will also reduce surface concentrations. Larger 
rise for low wind speeds and greater HE mass. 

Mesoscale Possibly 
The buoyancy-induced rise on the local scale can significantly altering the mesoscale 
transport direction and reduce surface level concentrations depending on the variation 
of wind direction with height. Larger rise for low wind speeds and greater HE mass. 
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climate were precipitation reduction, collapse of the summer monsoon circulation, and 

weakening of the global hydrological cycle. 

In the case of a detonation of one or multiple conventional or improvised nuclear devices, the 

time span the particulate contaminants will remain in the atmosphere depends on both 

chemical and physical removal processes (dry deposition due to particle coagulation and 

settling, wet deposition due to cloud seeding and scavenging). According to Robock et al. 

(2007), the e-folding time for the smoke can be approximately 5 years, whereas it is 1 week for 

aerosols (results depend on the bomb yield). In this section, we will focus on a smaller-scale 

attack, with either one conventional or improvised nuclear device (CND and IND, respectively) 

in the range of 0.1 to 100 kilotons being detonated. We will address whether feedback from the 

hot fireball and the resulting mushroom cloud will influence the local and/or mesoscale 

meteorology and whether this will influence the transport and dispersion of the downwind 

radiological contaminant plume. For application to T&D modeling, we will limit our discussion 

to ground-level detonations (as opposed to air bursts) as these will result in the most 

radioactive material being lofted into the air (e.g., Pittock et al., 1986). Since we are focused on 

radiological fallout, we will focus on the mushroom cloud in which the majority of radiological 

material will be found and ignore the impact of secondary fires (see Section 7.10 for further 

discussion). For the time being, we will also ignore the first few seconds of the nuclear 

detonation, and assume we are beginning with a hot fire-ball. 

During a nuclear detonation, part of the energy is converted into heat, generating a large 

volume of hot expanding gases (the fireball). Both the fireball rise and the subsequent fallout of 

radioactive materials depend on the yield, the height of the detonation, and the meteorological 

conditions (NRC, 2005). According to Norment (1975), after pressure equilibrium is reached in a 

few seconds, the fireball temperature will be in the 2,500 to 3,000 K range depending on yield 

size and detonation height above ground and may range from 100 m diameter for a 0.1 kt yield 

to 1,200 m for a 100 kt yield. At this time, upward velocities range from 25 m/s for a 0.1 kt 

detonation to almost 100 m/s for a 100 kt yield (Norment, 1975; see Figure 7.15). During its 

rise, the radioactive cloud drags air upwards, producing strong air currents at the ground 

known as “afterwinds” or ground winds. The bomb on Hiroshima caused afterwinds of 5 mph or 

2.2 m/s (USSBS, 1946). This phenomenon is also present in firestorms or conflagrations, 

described in Section 7.10. 



 

 

102 

  
Figure 7.15. Initial cloud radius and rise speed obtained with the DELFIC model (Norment, 1975) for a 

detonation at 1 m from the ground. 
 

The height of the detonation also influences the size of the radioactive particles and aerosols 

formed, and therefore their settling velocity. For a ground- or near-ground-level detonation, 

the underlying surface materials are vaporized and as the fireball cools, they condense into 

particles. Figure 7.16 shows the initial cloud mass (air, water, soil and weapon debris) according 

to the DELFIC model (Norment, 1975). These results agree with the Gutmacher et al. (1983) 

estimates of 0.2 Tg/Mt for yields larger than 1 Mt, and 0.5 Tg/Mt otherwise; NRC (1985) and 

KDFOC (Harvey et al., 1992) estimates are a bit lower but consistent, with a total amount of 

0.07-0.12 Tg/Mt and 0.1 Tg/Mt, respectively. 

 

Figure 7.16. Initial cloud mass according to DELFIC model (Norment, 1975) for a detonation at 1 m 
from the ground. 
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The fireball cools down during the rise, thus moisture in the cloud might form rain, ice, or snow 

that could scavenge the fission debris. An ambient rain cloud can contribute to the scavenging 

as well. In the cases of Hiroshima and Nagasaki, Pittock et al. (1986) report that rain was 

induced by the convective motions established by the mass fires and large cumulonimbus 

clouds formed over Hiroshima. Masuda (2011) reports that in Hiroshima two rainfall areas were 

identified: a heavy rain area of 19×11 km and a light rain area of 29×15 km. In Nagasaki, only a 

small scale shower occurred in comparison to Hiroshima due to the lack of a weather front and 

the post-explosion urban fires being much smaller (Uda, 1947). 

The simulation of the shock wave, its interaction with the ground, the fireball formation, the 

vaporization of the ground surface, the cooling of the fireball, the mushroom cloud rise and 

entrainment of fresh air, the creation of particles through condensation and solidification, and 

the subsequent particle fallout are all phenomena that represent a great challenge for 

modelers. Compressible flow effects dominate in the beginning, whereas they have a weak 

influence at later stages (Kanarska et al., 2009). Therefore, efficiently and realistically modeling 

a nuclear burst requires accounting for both stages in the cloud evolution. Even though the 

nuclear explosion has a dramatic impact on the meteorology (e.g., heat input, afterwinds, 

emission of particulate and aerosol in the atmosphere), on-line coupling of the Met and T&D 

model may be unfeasible. Very small time-steps are necessary in the first phase to simulate the 

formation of the cloud, which means that for an on-line system the Met code would be forced 

to use very small time-steps resulting in a large increase in computational time. In addition, 

very high resolution will be required to resolve the rising fireball, at a level unattainable by 

many mesoscale Met models because of the model’s assumptions or run-time constraints. A 

system of coupled nested microscale CFD and mesoscale Met models may need to be 

implemented to accurately simulate the short time scales and longer time scales, respectively. 

Alternatively, the rise and/or final height of the fireball can be parameterized based on data 

obtained from nuclear tests and modeled outside of the Met model as a source term (e.g., 

DELFIC, Norment, 1975; KDFOC, Harvey et al., 1992). In many cases, the assumption is that the 

thermodynamics of the nuclear explosion overwhelms the meteorological forcing. This may not 

be valid for smaller yields that are expected from improvised nuclear devices. In the models, 

the feedback on the meteorology is implicitly accounted for in the cloud rise formula, but not 

actually explicitly modeled. However, algorithms were validated against tests on flat ground in 
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the desert so it is debatable if they will work correctly for other cases, as on sloping terrain, or 

in a valley, or in a densely built city center. This is crucial because an error in the final cloud 

height will cause the plume to travel with the wrong winds and it will impact the long range 

transport and dispersion as well as the deposition on the ground of the radioactive material. 

 
Table 7-9. Plume-to-Met feedback at the micro- and mesoscale for CND’s and IND’s? 

 

7.9 Nuclear Power Plant Accidents 

In a large nuclear accident, there are two feedback loops that may be important: (1) the near-

source buoyancy effects due to explosions and subsequent fires, and (2) the injection into the 

atmosphere of aerosols and particles that could potentially affect the solar radiation flux, as 

well as the droplet size in clouds and therefore precipitation. We use the Chernobyl and 

Fukushima nuclear power plant accidents as case studies to ascertain whether or not these 

plume/source-term feedbacks will modify the meteorology and ultimately alter plume 

transport and dispersion.  

Conventional and Improvised Nuclear Devices 
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Microscale Yes 

The very large explosion may modify local terrain, local temperatures and will induce a 
very strong updraft and a strong in-rush of winds at the base of the mushroom cloud. 
The duration (without secondary fires) will be relatively short-lived (from minutes to 
tens of minutes), however. The duration (without secondary fires) will be relatively 
short-lived (from minutes to tens of minutes), however. 

Mesoscale Likely 

In addition to the feedback through the buoyancy term, the explosion may loft enough 
material into the air to modify the radiation balance and surface energy budget and 
form rain clouds. Subsequent fires may also result in persistence of a dark plume that 
continues modifying the radiation balance over a longer time period. Clearly, multiple 
explosions would result in greater extent of weather modification.  
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Microscale Yes 
The final height attained by the plume, dependent on the TNT yield, will determine 
which winds will advect it downwind and subsequent fallout patterns. 

Mesoscale Yes 

The final height attained by the plume, dependent on the TNT yield, will determine 
which winds will advect it downwind and subsequent fallout patterns. For a single 
explosion, not likely that the mesoscale weather patterns will be modified enough at 
high elevations to result in a different plume transport direction. 
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The Chernobyl nuclear power plant (NPP) accident in the Ukraine in the April of 1986 released 

the most radioactive material into the air of any nuclear accident in history. Sandalls et al. 

(1993) estimated that 6,000-8,000 kg (6-8 metric tons) of radioactive particulate material was 

released over ten days, amounting to 2x1019 Bq (5.4x108 Ci). According to Andersson (2008), a 

quarter of the mass was emitted during the initial explosion and fires and the remainder during 

the fires over the next nine days. This is a relatively small amount of particles as compared to 

the 38,000-77,000 metric tons released during the Buncefield fire (see Section 7.4) and the 

5,000 tons of particulates released on average over a ten day period in Los Angeles. Locally, 

within the vicinity of the power plant, the solar radiation flux will certainly be reduced 

underneath the smoke plume, but over such a small area that it is felt that any change in winds 

and stability would be imperceptible. Numerous mesoscale transport modeling assessments 

made of the Chernobyl release were all done in an off-line mode (e.g., Persson et al., 1987; 

Albergel et al., 1988; Pollanen et al., 1997). We found no articles indicating that feedback of the 

particles were important in the solar radiation balance or in cloud formation. 

On the other hand, just as for the dirty bomb (Section 7.7), accounting for the thermodynamic 

feedback from the heat released by the explosion and fire onto the meteorology is likely very 

important on plume transport and dispersion. Pakhomov et al. (2008) estimated that the 

largest explosion at the Chernobyl NPP was equivalent to 10 tons of TNT. Persson et al. (1987) 

indicated that on the night of the explosion, a 400-500 m ground-level inversion and calm winds 

were prevalent up to 500 m with strong winds above. Pollanen et al. (1997) indicated that the 

Initial explosion lofted material to greater than 1,000 m resulting in a large fraction of the 

plume above the inversion level. Pollanen et al.’s analysis revealed that plume transport 

direction was radically altered due to the buoyant rise resulting in radioactive gases and small 

particles found between 400-1,200 m being transported towards Sweden (north-west), 

whereas particles above 1,200 m were transported towards Finland (north-north-west). 

The Fukushima NPP accident that occurred in Japan in March of 2011 also released large 

amounts of radioactive material into the atmosphere. Korsakissok et al. (2013) estimated that 

7.18x1018 Bq (1.94x108 Ci) in total were released, but that noble gases comprised 91% of the 

total activity. Sugiyama et al. (2012) summarized the particulate releases estimated by different 

researchers with values ranging to 1015 to 1017 Bq. Figure 7.17 shows the explosion at reactor 

#3 resulting in significant lofting of the plume into the air. According to Korsakissok et al. 
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(2013), the explosions resulted in maximum release heights ranging from 100 to 300 m above 

ground level. Sugiyama et al. (2012) mentioned that the release height was a critical parameter 

in their mesoscale plume transport calculations. Numerous other coupled Met and T&D 

modeling studies were performed for the accident (e.g., Katata et al., 2012), the majority being 

off-line. Huh et al. (2012) ran the on-line WRF-Chem modeling system but made no specific 

mention of any feedback. 

 

 

Figure 7.17. Explosion at Fukushima Daiichi's reactor 3 on Monday March 12, 2011 (NTV Japan). 

 

The need for on-line modeling with feedback is to account for the thermodynamically-driven 

cloud rise that may result from explosions and ensuing fires and is necessary for the near-

source release height calculation. This is achievable at the microscale, but is more difficult at 

the mesoscale since the thermodynamic “footprint” of a nuclear power plant accident is likely 

smaller than a typical mesoscale grid cell size. Although the buoyant rise can be parameterized 

in off-line T&D models using a dynamic methodology (e.g., ERAD, QUIC, DELFIC) or using final-

rise formulations (e.g., HPAC-SCIPUFF, MSS), the potential to solve more complex scenarios 

with the wind and heated air interacting with terrain and buildings can be performed more 

rigorously using on-line CFD and high resolution Met codes (see Section 4.5). It should be 

pointed out that for emergency response applications, both off-line and on-line approaches will 

be at the same disadvantage of not precisely knowing the energy released or the confining 
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effects of building structures and containment vessels, as well as details about the on-site wind 

and temperature variation with height.  

 

Table 7-10. Plume-to-Met feedback at the micro- and mesoscale for nuclear accidents? 

Domain 
Plume-to-Met 

Feedback? 
Comments 

Microscale Likely 
Depending on the size and nature of explosions and subsequent fires, the heat 
generated could induce a buoyant rise that can affect the wind field and turbulence in 
the immediate surrounding area. 

Mesoscale Not likely 

The heat from the explosion and subsequent fires will in all likelihood not affect the 
wind, temperature, and turbulence fields on the mesoscale. The amount of emitted 
particles in past events small relative to chemical pool fires, urban air pollution, and 
large fires and so likely will not alter the radiation balance enough to affect mesoscale 
atmospheric stability and circulations and likely will not alter cloud and precipitation 
development.  

 
Plume T&D 
Affected? 

 

Microscale Likely 

Depending on the thermodynamic input from explosions and fires, the rise of the 
cloud will reduce the near-source surface concentrations and the final height attained 
by the plume will determine the transport winds. Especially relevant for cases in 
which the wind direction changes with height, e.g., complex environments with 
complex flow fields.  

Mesoscale Likely 

The final height of the cloud can alter the surface concentrations, plume transport 
speed and direction. Since the thermodynamic source is small relative to a typical 
mesoscale grid size, a sub-grid parameterization to approximate the buoyancy-
induced vertical velocity may need to be incorporated in the source term or T&D 
model. It is unlikely that the modification of the surface energy balance due to plume 
opacity will affect plume T&D.  

 

7.10 Large Fires 

Although not a traditional CBRN source, the smoke from fires caused by explosions from bombs 

and other incendiary devices or set purposefully or by natural causes may be relevant to 

military and national security interests. The smoke contains harmful chemicals that are 

hazardous to both the general population and troops. On the battlefield, the smoke may 

obscure the field of view, require troop relocation, or require the use of personal protective 

equipment.  
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Large fires can potentially result in enough particles lofted into the air to change the short and 

long-wave energy balance and the amount and intensity of precipitation, while the heat 

generated from the fires can alter the local flow fields through buoyancy-induced motions and 

modify the atmospheric stability. The first order effect on plume transport and dispersion is 

from the heat that impacts how high the plume will be lofted into the air, changing both the 

near-surface concentrations downwind of the fire and potentially the direction and transport 

speed of the smoke depending on the variation of the wind with height. For example, Stein et 

al. (2009) found that the prediction of downwind ground-level PM 2.5 concentrations 

(particulate matter of diameter 2.5 microns and less) generated from forest fires was extremely 

sensitive to the plume injection height. Likewise, Liu et al. (2008) indicated that PM 2.5 peak 

concentrations from Florida fires were a factor of two different depending on the plume rise 

scheme and orders of magnitude different in point-by-point comparisons. 

The buoyancy of the hot gases results in updraft velocities significantly higher than those 

expected for regular convection and causes the formation of a convergence of the horizontal 

wind at ground level. For instance, for wildfires, Trentmann et al. (2006) report updraft 

velocities reaching up to 40 m/s. Based on data from the Crown Fire Experiment, Clark et al. 

(1999) estimated maximum vertical heat fluxes that ranged between 0.6 and 3 MW/m2 over a 

4.5-min burn, updrafts between 10 and 30 m/s, downdrafts between -10 and -20 m/s, and 

horizontal motions between 5 and 15 m/s. The updraft velocity has a first maximum at a low 

level in the atmosphere due to the acceleration of the hot gases and a second maximum at a 

higher level where the water vapor phase changes occur with the consequent release of latent 

heat (Trentmann et al., 2006). All these phenomena determine the final height reached by the 

plume and therefore its long-range dispersion. 

Smoke from forest fires has been observed between hundreds of meters up to ten kilometers 

or more agl (e.g., Liu et al., 2012, Goodrick et al, 2012) and depends on the heat generated, the 

area of the fire, the atmospheric stability, and the prevailing wind speed. Numerous 

researchers (e.g., Potter, 2005; Kauffman and Koren, 2006) have indicated that the upward 

motion, moisture release, and/or particulates can help create cumulus and pyro-cumulonimbus 

clouds, as well as fog, and may initiate precipitation (e.g., Radke et al., 2001). In a WRF-Chem 

modeling study of Alaska wildfires, Grell et al. (2011) found that particles injected into the 

atmosphere led to reduced precipitation initially, but stronger afternoon convective activity 
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likely due to both radiative and cloud microphysics impacts. Zhao et al. (2012) in a WRF-Chem 

modeling study of the northeastern US found that particles injected between 1.5 and 2.5 km agl 

resulted in a 30% reduction in precipitation and reduced airborne plume concentrations due to 

wet scavenging. Interestingly, for the cases studied, injection of particles at ~6 km and at ~12 

km did not appreciably alter cloud development and precipitation.  

As mentioned in Section 7.8, the detonation of an improvised or conventional nuclear device 

could result in massive firestorms and conflagrations, i.e., multiple fires that merge into one 

huge fire that due to the strong buoyantly driven vertical motion result in large radially inward 

winds that suck in fresh air to further enhance the intensity of the fire itself, burning out of 

control with little ability to be stopped by human intervention (Chandler et al., 1963; Glasstone 

and Dolan, 1977; Eden, 2004). Firestorms can also be initiated by large numbers of conventional 

bombs dropped onto a target: as occurred, for example, during World War II in Germany and 

Japan after air raids (e.g., Glasstone and Dolan, 1977). In the Hamburg firestorm, for instance, 

peak inflow velocities were estimated to be between 25 and 50 m/s, a convective column 

extended 10 to 13 km into the air, and the burnt area covered 12 km2 (Carrier et al., 1982). 

A large number of smaller fires might also impact the meteorology. During the first Gulf war, 

hundreds of oil wells were set on fire by the retreating Iraqi military forces in February 1991. 

About 80 to 90% of the oil burned was produced in fields relatively close to each other, within 

an area of approximately 5000 km2. Some of the fires burned for about ten months, with the 

smoke plumes covering Kuwait, parts of Iran and reaching as far as Pakistan (see Figure 7.18). 

The plume width reached some hundreds of kilometers and extended vertically between about 

0.4 and 6 km, depending on the smoke production rate, the meteorology, the downwind 

position, and the pollutant concentration (Hobbs and Radke, 1992; Daum et al., 1993). Hobbs 

and Radke (1992) estimated the total emissions to be 1.8×106 metric tons of CO2, 1.03×104 

metric tons of CO, 2×104 metric tons of SO2, 0.34×104 metric tons of soot (elemental carbon), 

and 1.2×104 metric tons of particles (Hobbs and Radke, 1992).  

 



 

 

110 

 

Figure 7.18. Plumes generated in the Kuwait oil fires of 1991. 
Courtesy of Todd D. Lightfoot. 

 

Measurement campaigns showed that the smoke was highly absorbing. For instance, Daum et 

al. (1993) reported measurements showing that in August 6, 1991 only about 15% of the 

incident solar radiation reached the surface under some sections of the plume, depending on 

the aerosol concentration and the downwind position. The high solar radiation absorption by 

the plume resulted in increased internal mixing and plume lofting (Daum et al., 1993). The same 

authors report that during April, May, and June the daily maximum, minimum, and average 

temperatures were lower in Bahrain compared to averages of the climatological period 1960-

1990 (Limaye et al., 1992). In addition, in the April to August timeframe the average daily 

duration of sunshine was reduced by 0.8-1.5 hours. Rudich et al. (2003) found that the surface 

temperature underneath the plume was reduced by up to 10°C at a distance of 400 km from 

the plume origin on June 23rd, 1991. Finally, the concentration of cloud concentration nuclei in 

the smoke plume was very high, and could have enhanced the formation of cumuliform and 

stratiform clouds (Hudson and Clarke, 1992), but no large precipitation events occurred due to 

the dry wind blowing into the region.  

The estimate of 10,000 tons of particulate mass produced by the Kuwaiti oil fires is similar in 

size to those reported for the Buncefield chemical fire that occurred over only a few weeks. 

Toon et al. (2007) estimated soot generation from 5.6×104 to 34.8×104 metric tons from fires in 

the case of a 15-kt nuclear detonation in a city. For forest fires, Ward et al. (1977) estimated 

0.77 tons of particulates are generated per acre. The 2011 Wallow forest fire in Arizona covered 

2,180 km2 (~539,000 acres) and translates to roughly 38.5×104 tons of particulates emitted into 

the atmosphere. Robock (1991) studied four different large fires and estimated that 
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temperatures under the plume hundreds to thousands of kilometers away from the plume 

were from 1.5 to 7°C cooler during the day. An optical depth of two was reported for two of the 

fires similar to those measured in dust storms (see Section 7.11).  

Although many efforts have been devoted to the realization of a fully on-line coupled modeling 

system of large fires and the atmosphere, including combustion kinetics, buoyant rise and 

feedback to the wind field, smoke plume dispersion, radiation absorption, and feedback on the 

meteorology via the surface energy budget, no such model exists yet. The principal reason is 

that it is not possible to simulate all the details of the coupled atmosphere-fire system over 

domains large enough to capture both the details of the fire and the long-range transport of the 

plume since the involved phenomena span many orders of magnitude (Linn and Cunningham, 

2005). Furthermore, many of the models have been developed primarily to understand fire 

propagation rather than the transport and dispersion of the smoke. In addition, a large 

uncertainty exists in the characterization of the solid fuel for both forests and cities because of 

its high heterogeneity and this limits the applicability of detailed kinetic models.  

The impossibility to account for all the relevant phenomena in a detailed way has led to the 

development of different classes of models, some suitable for operational use, others more 

research oriented. Linn and Cunningham (2005) identified three general classes of fire models: 

empirical fire propagation models coupled to mesoscale atmospheric models, very high 

resolution multiphase CFD combustion models, and medium resolution coupled physics-based 

fire models with simplified combustion and radiation processes coupled to high resolution 

prognostic atmospheric models. In addition, there have been mesoscale atmospheric models 

that use a diagnostic plume rise model to inject smoke particles over some depth interval, and 

then use on-line coupling to link the particle impact on the radiation balance, cloud 

development and precipitation, and the surface energy balance.  

Examples of empirical fire propagation models coupled to mesoscale atmospheric models 

include the Coupled Atmosphere-Wildland Fire Environment model (CAWFE, Clark et al., 2004) 

and WRF-Fire (Mandel et al., 2011). The empirical fire propagation model relates fire properties 

such as rate of spread to local wind, terrain slope, and fuel characteristics. Then, using empirical 

parameterizations, it feeds back the sensible and latent heat fluxes as well as moisture 

generated by the fire to the Met model. At every time step, WRF passes the local wind to the 

2D fire propagation model which then passes the sensible and latent heat fluxes to WRF in an 
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on-line coupled manner. Relatively high horizontal grid resolution is required to adequately 

resolve the influence of the heat fluxes on the buoyancy-driven vertical winds. WRF horizontal 

grid resolution on the innermost grid typically ranges from tens to hundreds of meters and the 

fire propagation model is usually run at ten times higher resolution. WRF is run in LES mode on 

the inner most grid (Mandell et al., 2011). No chemical reactions are simulated and according to 

Mandel et al. (2011) smoke is currently not fed back to the WRF Met model. Kochanski et al. 

(2012) report that WRF and an empirical fire propagation code SFire have been coupled in an 

off-line manner to WRF-Chem for smoke transport. 

For weather models aiming at describing air quality changes due to large fires, a common 

assumption is to not model the fire but rather distribute the smoke vertically based on user 

input or through use of an empirical relationship between the injection height and fire intensity 

(Freitas et al., 2007). As indicated earlier, both Grell et al. (2011) and Zhao et al. (2012) followed 

this approach and performed on-line coupled modeling to account for the smoke plume’s 

impact on the radiation balance, cloud formation, and precipitation. These models are typically 

run at “normal” mesoscale horizontal grid resolution on the order of kilometers.  

• Multiphase CFD combustion models adapted for forest fires describe the interaction of 

the gaseous phase with solid phases representing the combustible medium, include 

flame-induced radiation transport and pyrolysis (e.g., Grishin et al., 1985; Porterie et al., 

2000). The time-dependent equations for mass, momentum, and energy conservation 

include terms for the consumption and production rates of fuel and combustion 

products and the associated enthalpy variations. Although more detailed than other 

models, the kinetics paths are simplified to be tractable and the models restricted to 

very small distances (tens of meters and less). They are typically used to understand the 

fine scale behavior of fire propagation often resolving individual flame sheets (down to 

cm scale) and are not typically linked to meteorological models or plume transport and 

dispersion codes. 

• An example of a physics-based fire model with simplified kinetics coupled in an on-line 

manner with a detailed high-resolution atmospheric code is the FIRETEC/HIGRAD 

modeling system (Linn and Cunningham, 2005). The model is based on two components: 

an atmospheric CFD model and a physics-based fire model with simplified combustion 

and radiation processes considering only the gas-solid chemical reaction between fuel 
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and oxygen at the fuel location. The coupled system can resolve scales of the order of 

one meter but does not attempt to resolve the flame explicitly. Domains are typically 

hundreds of meters to a kilometer or so in size. Although the heat generated by the fire 

is fed back to the Met model, moisture and other combustion components are not (this 

feature is actually under development, Sauer, 2013, personal communication). 

In conclusion, the impact of a fire on the meteorology depends on the size of the fire, the 

meteorological conditions, and the size of the region of interest. The impact may be through 

the heat-driven buoyancy and the modification of the surface energy balance due to the 

particulate absorption of shortwave radiation. At the urban scale or mountain-valley scale, 

smaller fires can significantly alter the thermodynamics and thus the local flow fields.  

 

Table 7-11. Plume-to-Met feedback at the micro- and mesoscale for large fires? 

 

Large Fires 
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Microscale Yes 
The heat generated by the fire causes an updraft which then sucks in fresh air 
horizontally near the surface creating a local circulation. More relevant for low wind 
speeds and larger fires. 

Mesoscale Likely 

In addition to updrafts, for large fires that have a relatively long duration the smoke 
plume will change the radiation balance and therefore the surface energy balance, 
with the possibility of changes within the planetary boundary layer (e.g., temperature 
profile, stratification, wind circulation patterns). Smoke particles act as cloud 
condensation nuclei and alter rain patterns. Moisture injected into atmosphere as 
well. 
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Microscale Likely 
The buoyant rise impacts the plume injection height and therefore the impacts the 
surface-level concentrations and potentially the transport direction depending on the 
vertical wind shear.  

Mesoscale Likely 

In addition to the impact due to the buoyant rise, the absorption of the solar radiation 
by the dark plume can heat the plume and alter the injection height further. The 
potential alteration of rain patterns can effect washout and scavenging. Depending on 
the amount of smoke generated and plume coverage area, the reduction in the solar 
radiation could impact mesoscale circulation patterns, thus altering plume T&D.  
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7.11 Dust Storms 

Wind-blown dust and sand in large quantities can affect visibility and normal military 

operations, including grounding helicopters and planes, abrading equipment, damaging 

mechanical systems, fouling electronic systems, and disabling laser-guided missile systems (see 

Figure 7.19, on the left). Large dust/sand storms occur most often in the dry regions of Africa, 

the Middle East, Australia, China, and the southwest United States under strong wind 

conditions. According to Bartlett (2004), in the summer months, dust storms occur from 10 to 

15 days per month in Kuwait and 3 to 4 days per month in Saudia Arabia. They may last a day or 

more in duration (e.g., Liu et al., 2007). 

 

  

Figure 7.19. On the left, a massive dust storm approaching a military base in Iraq (source: 
www.wikihow.com/Image:Iraq-sandstorm.jpg); on the right, a dust storm crossing the Red Sea from 

Egypt to Saudi Arabia on May 13th, 2005 (source: visibleearth.nasa.gov/view.php?id=73342). 

 

During a dust storm, huge amounts of small particles can be lofted into the air and cover 

extremely large areas (see Figure 7.19, on the right). For an Arabian Gulf simulation, Liu et al. 

(2007) indicate that from 1 to 6 million tons of particles were in the air over an ~80 km2 region 

with optical depths approaching 2.5. This optical depth implies that only about 15% of the light 

can penetrate the dust cloud and that visibility is from tens to hundreds of meters. A study by 

Slingo et al. (2006) of a Saharan dust storm found “major perturbations to the radiation 

balance.” The optical depth peaked at 4 (implying virtually no visible light could penetrate the 

cloud) and the solar radiation flux at the surface dropped by about 25%. Although it is likely 

http://www.wikihow.com/Image:Iraq-sandstorm.jpg
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that the surface temperature will drop, it is not clear whether this will translate into changes in 

the wind patterns and alter the transport and dispersion of the dust/sand storm. If the dust 

lasts a day or more, then it is expected that the reduced solar radiation flux would lead to 

reduced boundary layer growth during the day and then this would result in higher surface level 

particle concentrations and possibly alter the boundary layer wind structure.  

A number of Met-Dust Storm T&D systems are used by the military. The Naval Research 

Laboratory’s COAMPS mesoscale weather forecasting model has an Eulerian 

advection-diffusion solver adapted for wind-blown dust transport and dispersion built into the 

code (Liu et al., 2007). Westphal et al. (2011) indicate that there is two-way feedback via 

particles acting as cloud condensation nuclei in the newest version of COAMPS, but currently 

the dust particles do not alter the short and longwave energy balance. Several off-line modeling 

systems are used or have been supported by the Air Force Weather Agency, including WRF-

Chem/GOCART (Jones et al., 2011), MM5-CARMA (Barnum et al., 2004), and WRF-DREAM (Xie 

et al., 2010). Given the large atmospheric particle loads that can occur during dust storm 

events, application of an on-line system with plume-to-met feedback via the radiation balance 

is warranted in order to better understand the potential impacts on dust cloud transport and 

dispersion.  

 
Table 7-12. Plume-to-Met feedback at the micro- and mesoscale for dust storms? 

 

Dust storms 
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Microscale Yes 
The dust resuspended on the microscale will reduce the solar radiation, but the short 
time duration will likely not result in a significant change in the atmospheric stability or 
modify local flow fields. 

Mesoscale Yes 

Large dust storms will reduce the solar radiation over a duration of hours to days. This 
could modify atmospheric stability as well as the growth of the planetary boundary 
layer, which could then alter the surface level wind velocity and possibly mesoscale 
flow patterns. 
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 Microscale No 

No effects on the dust plume speed and direction is expected due to plume- to-Met 
feedback. 

Mesoscale Possibly 
If large dust storms last a half day or more, then atmospheric stability and PBL growth 
may be altered, which could then result in different dust cloud mixing, as well as 
transport speed and direction. No direct evidence reported in the literature. 
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7.12 Discussion and Summary 

One of the keys to determining if on-line modeling with two-way feedback is worth pursuing for 

CBRN plume transport and dispersion applications requires not only considering if there is any 

feedback from the plume onto the meteorology, but whether the feedback ultimately alters the 

plume transport and dispersion. If the plume-to-met feedback does not influence the plume 

impact zone, it may not be necessary to invest in the development of such systems for 

operational applications (see also Sections 9.3 and 9.4).  

One common feedback mechanism considered in the air quality community is the absorption 

and scattering of the solar radiation by the particulates in the air that can then modify the 

surface energy balance, the surface temperature and (potentially) the atmospheric stability, 

boundary-layer growth, and wind profiles in the PBL. For “normal” sized biological agent, 

chemical weapons agent, and radiological dirty bomb releases, the plumes will be transient and 

relatively small in size so that it is highly unlikely that the radiation balance will be altered 

enough to influence the meteorology and the subsequent plume transport and dispersion. 

Feedback from the plume onto the meteorology will only be significant if the plume is large and 

extends over a longer period of time. In Sections 7.10 and 7.11, it was shown that particulate 

plumes created by large fires and dust storms significantly modify the solar radiation flux, 

surface energy balance, and surface temperature. Nuclear detonations (Section 7.8), chemical 

pool fires (Section 7.4), and fires at nuclear power plant accidents (Section 7.9) will also result in 

plumes that will locally modify the solar flux, but it is not clear if the resultant plume emissions 

are large enough or last long enough to modify the atmospheric stability, boundary-layer 

growth and wind patterns on the mesoscale. There have also been studies that indicate that 

the combination of large amounts of heat, moisture, and particles lofted high into the 

atmosphere can result in cloud formation and precipitation enhancement and ultimately 

possibly modify mesoscale weather patterns (see Sections 7.8 and 7.10). It is very difficult – if 

not impossible – to discern the ultimate impact of the plume on the weather patterns from 

real-world measurements. On-line Met and T&D mesoscale modeling would allow for 

quantitative assessment of the feedback, to isolate competing mechanisms, and perhaps help 

in the derivation of simplified parameterizations.  

It was found, however, that even relatively small-sized releases could result in meteorological 

feedback that significantly alters the longer range plume transport and dispersion if the release 
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was energetic and involved the release of heat (see Sections 7.2, 7.4, 7.7, 7.8, 7.9, 7.10). In 

these cases, heat generated at the source and carried by the plume results in local modification 

of the meteorology, causing buoyant updrafts that change the plume height which then 

reduces surface-level concentrations and potentially the transport direction if there is wind 

direction shear with height. Many studies have indicated that a small increase in the release 

height can significantly reduce surface level concentrations. Even small energetic releases 

associated with RDD’s and smaller chemical pool-fires, nuclear accident fires, and other small 

isolated fires can result in enough buoyant plume rise to even alter the mesoscale plume 

transport depending on the vertical variation of the ambient winds. There are many examples 

of buoyant plume rise parameterizations that have been incorporated within the plume model 

to account for this effect on plume concentrations. Although these schemes have shown 

success, they are derived by making simplifying assumptions about the atmosphere and thus 

not universally valid. In regions of high heterogeneity and complex stratification (for example, 

urban and mountain-valley applications) a coupled Met and T&D modeling system with 

thermodynamic feedback might be best suited to handle the complexity of these situations.  

On the microscale, large dense and buoyant gas releases are expected to modify the wind, 

turbulence, and temperature fields within the cloud on the local urban or mountain-valley 

scale. As was discussed in Section 7.1, dense gas parameterizations for the initial momentum 

enhancement in the slumping phase, the reduction of turbulence due to stratification, and the 

reduction in travel speed due to modification of the flow streamlines around the dense gas slug 

have been developed within plume models, rather than implementing two-way feedback with 

the meteorological model. However, these parameterizations have been developed for flat 

open terrain, so it will be worth developing on-line systems if the feedback cannot be 

effectively parameterized for more complex scenarios such as found in urban street canyons or 

in mountainous terrain. Although parameterizations have been developed for buoyant rise, we 

are not aware of parameterizations that have been extended to include the near-surface 

convergence below the buoyant updraft and the resultant near-surface “after” winds that 

develop. For typical release scenarios, no appreciable feedback is likely for biological releases, 

except possibly for a large wet slurry release that modifies the local humidity fields, thereby 

reducing droplet evaporation, which then increases droplet gravitational settling. This can be 

parameterized within a plume model, but an on-line coupled system would be extremely 

helpful in deriving and testing the parameterization scheme.  
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For emergency response applications, the potential advantages of an on-line approach related 

to two-way feedback will likely be overwhelmed by the uncertainties resulting from a lack of 

input information related to the source term and local meteorology. In the former case, it will 

be very difficult to obtain information in real time, for example, on the amount of heat 

generated by a fire at a nuclear power plant accident, or to specify a particle size distribution 

for a dirty bomb, or to determine the exact quantity released from a toxic industrial spill and 

the fraction in gas, droplet, and liquid form. In the latter case, local wind measurements are 

either not available or are hard to obtain, and vertical structure of the atmosphere is typically 

estimated, but not directly measured. The predictions of mesoscale meteorological codes also 

introduce significant uncertainty. For example, Hanna et al. (2001) report that the root mean 

square error between surface level wind observations and the MM5 and RAMS mesoscale 

models was 2 m/s for wind speed 2 m/s and 50° for wind direction for a light wind period. 

Grimit and Mass (2002) show mean absolute errors for the 10 m wind direction ranging from 35 

to 45° for MM5 mesoscale calculations of the northwest US. Such large errors in the mesoscale 

model output may mask any effect of plume feedback onto the meteorology. This said, for 

many CBRN scenarios, the issue of plume feedback onto the meteorology is not well 

understood. It is difficult to ascertain the impact of the plume on the meteorology from 

experiments alone. But in combination with an on-line couple modeling system with two-way 

feedback, the impact of plume feedback onto the meteorology and the specific mechanisms of 

importance can be ascertained and better understood.   

As indicated above, we could not find exhaustive material related to the impact of CBRN 

releases on the meteorology.  In many instances, parameterizations for the feedback have been 

parameterized within the T&D model and may only be valid for idealized scenarios (e.g., flat 

terrain, no directional wind shear). In the bullet list below, we recommend a number of 

numerical experiments involving two-way feedback in more complex scenarios that will be 

helpful in determining whether two-way feedback is important (i.e., whether the plume T&D is 

altered) and whether feedback parameterizations with T&D models are robust enough for non-

idealized scenarios: 

• dense/buoyant gas releases in urban areas: releases in the building frontal rotor and/or 

downwind cavity to ascertain/understand the interactions of the gas density on the 

building-induced vertical flow field. Scenarios of interest include the release of chlorine, 
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ammonia, LPG, LNG, and hydrogen from tank trucks, refueling stations, and large 

storage tanks; 

• dense/buoyant gas releases in hilly terrain: releases in the lee of a hill, on sloping terrain 

or within a ravine to ascertain/understand the interactions of the gas density on the 

terrain-influenced flow field. Scenarios of interest include the release of chlorine, 

ammonia, LPG, LNG, and hydrogen at industrial facilities or in cities with undulating or 

highly-sloped terrain or surrounded by complex topography; 

• detonation of conventional explosives and subsequent buoyant rise in urban areas: 

simulation of different explosive yields in the vicinity of buildings to 

ascertain/understand the nature of the buoyant plume rise interacting with the 

building-induced flow field. Yields expected for RDDs should be chosen; 

• detonation of nuclear explosives and consequent buoyant rise in areas with complex 

meteorology (e.g. coastal areas, complex topography): simulation of different explosive 

yields (expected from both CNDs and INDs) and the study of the interaction of the 

buoyant gases and the complex meteorological flow fields, the impact of topography (or 

buildings) on the after winds and particulate entrainment, modification of the solar flux, 

and potential cloud formation and rainout; 

• pool-fire in urban or highly industrial areas or in complex topography: location of the 

pool-fire near buildings, on hilly terrain, or in ravines to determine the interaction of the 

particulate smoke on localized longwave transport, the buoyancy generated by the fire, 

and the building-induced or terrain-induced flow fields. Scenarios of interest will involve 

flammable substances commonly transported through cities in tank trucks, as gasoline, 

LPG, and vegetable oils; 

• long duration, large-sized industrial fires in flat or complex terrain: determine the 

influence of the reduced solar radiation at ground level due to solar adsorption by the 

smoke plume and the potential impact on surface layer stability, turbulent mixing, 

boundary-layer growth, and wind fields. Scenarios of interest are large fires in storage 

depots (e.g., airport fuel-storage depot); 

• CW agents released in droplet form: study the evaporation of clusters of droplets (not 

single droplets) of typical CW agents (e.g., Sarin, VX) emitted for instance by plane over 

flat surfaces, complex topography  and urban areas to determine if evaporation, 

gravitational settling, and near-surface concentrations are altered; and 
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• BW agents released as a wet slurry: same as CW agents, using water as a carrier. 

 These experiments, of course, would involve the use of on-line coupled Met/CFD and T&D 

modeling systems with two-way feedback, and thus would likely require model development 

and addressing consistency issues outlined in the next section.   
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8 Consistency Issues: Off-line vs. On-line Coupled Modeling 

As discussed in Section 5 and 6, there are a number of issues related to the off-line modeling 

approach that could be potentially addressed within an on-line framework, especially by a 

tightly-coupled on-line Met and T&D modeling system. However, we also feel that several key 

limitations with current off-line approaches could be more easily addressed by better integra-

tion of off-line approaches, e.g., a tightly-coupled off-line Met and T&D modeling system. The 

following sections illustrate these issues and discuss to which extent they might be tackled in 

both the on-line and off-line modeling approaches. In particular, the analyzed topics are: map 

projections (Section 8.1) and map parameters (Section 8.2); vertical coordinate systems 

(Section 8.3); horizontal grid alignment (Section 8.4); coupling time and temporal interpolation 

(Section 8.5); numerical methods (Section 8.6); mass consistency (Section 8.7); database 

inconsistencies (Section 8.8); different processing of underlying databases (Sections 8.9 and 

8.10); physical parameterizations (Section 8.11); and turbulence schemes (Section 8.12). 

8.1 Consistency of Map Projections 

Is it important? In loosely-coupled on-line and off-line modeling systems, the Met and T&D 

model may not share the same map projection, especially if developed independently. In this 

case, a re-projection and interpolation step is necessary to share data, which may introduce 

small errors, i.e., the data are modified when exchanged between the two models instead of 

being used as computed. In addition, mass-consistency may be lost in the interpolation step. 

This issue is relevant for both mesoscale and microscale Met/CFD and T&D models that use 

different projections; however, the issue will likely not be as common at the microscale 

because many CFD models do not have a map projection and instead use a Cartesian 

coordinate system. Different map projections are clearly an issue for Eulerian T&D models. 

Although the issue might seem to be unimportant for Lagrangian T&D models, it actually is 

because the model still uses a grid to calculate concentrations. 

Background. If the Met and T&D codes were developed separately, they may have adopted 

different map projections. In this context, a map projection is a method used to transform 3D 

coordinates on the Earth’s surface to 2D coordinates on a map. For each map projection, a set 

of equations associates the latitude and longitude of a point on the Earth to an (x,y) point on a 

Cartesian plane (see Figure 8.1). A fixed physical distance between two points on the Earth 
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corresponds to different spacings on the projected map depending on the location of the points 

on the map. In addition, areas and shapes can be distorted, and directions may not be 

preserved (i.e., a town directly north of another town on the same longitude may not be 

vertically directly above this town on a projected map). 

 

 

Figure 8.1. Example of a cylindrical projection. Only half of the cylinder is shown for clarity. 
(Source: maps.unomaha.edu/Peterson/gis/notes/MapProjCoord.html). 

 

There are literally hundreds of different map projections. The process of transferring 

information from the quasi-spherical Earth to a flat map causes every projection to distort at 

least one aspect of the real world – either shape, area, distance, or direction. Each map 

projection has advantages and disadvantages and the most appropriate projection depends on 

the scale of the map (e.g., global scale vs. continental scale vs. mesoscale), the area of the globe 

represented (e.g., polar regions vs. equatorial regions vs. mid-latitude regions), and the final 

use of the map (e.g., navigation vs. weather forecasting vs. spatial analyses). 

There are several ways to classify the wide variety of map projections based on: 

• the distortion characteristics, i.e., shape, area, distance, and direction; and, 

• the developable surface, i.e., a simple geometric form capable of being flattened 

without stretching, such as a cylinder, a cone, or a plane (see for instance Figure 8.1).  

Table 8-1 at the end of this subsection shows the features of some common map projections 

that are adopted by Met codes, T&D codes, and the underlying databases. Appendix A 

describes them in more detail, also clarifying some of the terminology. In practical terms, the 

effect of having different map projections on the misalignment of grids can be understood by 
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thinking of the Met model numerical mesh as being represented by a map in the Met model 

map projection and the T&D model numerical mesh by another map in the T&D model map 

projection. If the map projections of the Met and T&D codes are different, the maps do not line 

up when overlaid and interpolation is therefore necessary because the Met grid points will not 

always coincide with the T&D grid points, i.e., the same point on the Earth will lie in two 

different locations of the Cartesian plane for two different map projections (see examples in 

Figure 8.2 and Figure 8.3). 

 

 

Figure 8.2. Different 2D representations of the U.S. for different map projections. 
(Source: maps.unomaha.edu/Peterson/gis/notes/MapProjCoord.html; courtesy of Dr. Peter H. Dana). 
 

Quantification. Re-projecting different grid meshes between different map projections requires 

horizontal interpolation and a correction of the wind components and could result in errors in 

the prognosed or diagnosed variables, the magnitude of which depends on the projection and 

the area of the globe considered. Furthermore, if the wind directions are not corrected to 

account for going from one map projection to another map projection, errors in the plume 

transport direction could occur. Quantification of the errors resulting from not including map 

parameters are given in Section 8.2, while those introduced by interpolating between different 
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grids is discussed in Section 8.4, and mass conservation errors resulting from the interpolation 

scheme are described in Section 8.7.  

  

 

Figure 8.3. An example of the Met model grid being converted from its native Normal Mercator 
projection (left) to the UTM projection of the T&D model (right). The reprojected cell centers of the 

Met grid (blue dots) are offset as compared to the T&D model grid cell centers (red dots), 
necessitating in the interpolation the Met model outputs onto the T&D grid. 

 

Implementation Issues. Map re-projection is necessary whenever the Eulerian Met and T&D 

codes do not share the same map projection independent of whether the system is on-line or 

off-line. If an Eulerian scalar concentration advection-diffusion equation is coded from scratch 

within an existing Met or CFD code, it is highly likely that there will be no map projection issue 

as any half-way decent coder would use the default map projection used by the Met or CFD 

code. However, in some instances, it may be desired to leverage existing off-line Met and T&D 

codes to create an on-line modeling system, and these codes could have different map 

projections that need to be dealt with to avoid introducing errors. For instance, among the Met 

models, WRF allows the user to choose among Lambert Conformal, Universal Polar 

Stereographic, Mercator, and latitude-longitude, whereas RAMS provides only the Universal 
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Polar Stereographic option. On the T&D side, SCIPUFF offers the Lambert Conformal and 

Universal Polar Stereographic, UTM, Cartesian, and latitude-longitude. Note that as currently 

configured, SCIPUFF can be run in off-line mode with WRF, MM5, COAMPS or RAMS using the 

same projections and thus can avoid interpolation errors due to inconsistency of the map 

projection. 

The on-line advantage with regard to this issue is only for the case in which a new advection-

diffusion solver will be coded into the Met or CFD code. When leveraging existing Met and T&D 

codes, both the on-line approach and an off-line system will have to deal with exactly the same 

implementation issues if the Met and T&D models have different map projections. The premise 

in the Service Call (see Section 1) that an on-line system will automatically solve this problem is 

not correct; it depends on how the on-line system is implemented. Furthermore, existing Met 

and T&D codes can be adapted to work with the same map projection in off-line systems 

without the additional burden inherent in building a tightly-coupled on-line system. For 

example, new map projections were added to SCIPUFF (e.g., Sykes et al., 2008) so that it could 

share the same map projection as MM5 (e.g., Seaman et al., 2007). Although we have focused 

on Eulerian T&D approaches, this is also an issue for Lagrangian T&D models if the map 

projection of the concentration grid is different than the Met grid. 

To overcome the need to re-project Met outputs, it is necessary to rewrite parts of either the 

Met or the T&D code to make them work on the same map projection system, if similar options 

are not available. Depending on the size and complexity of the Met and the T&D code, this may 

involve a lot of recoding. For instance, this is the reason why the NCEP Eta model (also known 

as the North American Mesoscale model) and CMAQ were coupled through an interface instead 

of pursuing a tighter connection (Otte et al., 2005). In loosely-coupled on-line or off-line 

systems with different map projections, especially in case of Eulerian T&D models, it is crucial 

that mass-consistency is imposed after the interpolation step to avoid spurious sources or sinks 

of mass (Byun, 1999a,b), corrections to the wind directions are performed when exchanging 

data, and the appropriate map parameters are used in the codes (see next section). 

Even if codes are modified to have the same map projection, some errors related to 

inconsistent map projections could be introduced because the underlying databases used by 

both the Met and T&D codes (e.g., terrain, land use) may adopt a different projection than the 

codes, so that there is still the need to reproject and interpolate input data (see also Section 8.8 
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for a discussion on databases). To illustrate the amount of pre-processing and reprojection 

necessary to utilize elevation data, we have summarized the process used by the RAMS model 

as provided in the RAMS Technical Description: 

RAMS utilizes the global USGS topography dataset at two possible resolutions: 30-sec resolution 

(~1 km), and 10-min resolution (~20 km). Since the USGS database adopts the interrupted Goode 

Homolosine projection, data are re-projected into the Universal Polar Stereographic (UPS) 

coordinate system used by RAMS and onto the grid defined by the user. To do so, data are first 

interpolated horizontally from the original projection to a UPS grid of comparable resolution 

(called grid 1) by using the overlapping quadratic scheme. Then, these data are interpolated onto 

a UPS grid with a resolution that is half of that of grid 1 (called grid 2). In this case, two 

interpolations are performed: first grid averaging, and then silhouette averaging. The 

conventional average is a simple summation over all terrain heights on the finer temporary grid, 

and a division of this sum by the total number of fine grid cells contained in a single coarse-grid 

cell, to obtain the terrain height to be assigned to that coarse-grid cell. The silhouette average, 

on the other hand, finds the mean height of the silhouette, as viewed from the east or west, of 

the set of fine-grid terrain heights contained within a single coarse-grid cell, and the silhouette of 

the same points as viewed from the north or south, and averages the two mean silhouette 

heights together. This becomes the computed silhouette height for that coarse-grid cell. The final 

values on grid 2 are a weighted average of the two averaging methods, where the weight factors 

are specified by the user. Finally, grid 2 data are interpolated onto the model grid using the 

overlapping quadratic scheme. 

Summary. Consistent map projections in the Met and T&D model are desired to reduce 

potential horizontal interpolation errors when transferring data between models (as well as 

other errors discussed in the section below). It is not clear how much error the interpolation 

introduces and thus it is not clear what the impact is on plume transport and dispersion. Other 

map projection inconsistencies relative to map scale factors and convergence factors are 

discussed in the next section. This issue is the same for both on-line and off-line Met and T&D 

modeling systems. It is true that it is most likely easiest to implement consistent map 

projections by creating an on-line modeling system from an existing Met model and adding the 

Eulerian scalar concentration advection-diffusion solver directly into the Met code. The SCIPUFF 

modeling system has already been modified to include numerous map projection options so 

that it can be coupled in off-line mode using the same map projection as found in many 

different Met models.  
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Table 8-1. Summary of map projection characteristics. 
 Albers 

 projection 
Interrupted Goode 

Homolosine projection 
Lambert Conformal 

projection 

Developable 
surface 

Conic, intersecting two parallels 
(29°30' and 45°30' in the U.S.) 

Pseudocylindrical Conic, intersecting two parallels 

Best use East-to-west orientation World maps Large scale maps 

Latitude extent 90°S - 90°N 90°S - 90°N 90°S - 90°N 

Longitude extent 180°W - 180°E 180°W - 180°E 180°W - 180°E 

Scale factor Equals 1 on the standard 
parallels. The scale factor along 
the meridian at any point is the 

reciprocal of the scale factor 
along the parallel. On meridians 
it is larger than one between the 

standard parallels and lower 
elsewhere 

The sinusoidal regions of the 
projection present true scale at 

every latitude and along the 
central meridians of the lobes. 
The Mollweide regions of the 
projection present true scale 

only at ±40°44'11.8"N/S, while 
the scale varies with latitude 

elsewhere. 

Equals 1 on the standard 
parallels. Scale factor is constant 

along each parallel. Meridian 
scale is less than true between 

the standard parallels, and 
greater outside them. 

Shape of meridians Equally spaced straight lines 
converging to a common point 

Curved, interrupted lines, 
equally-spaced. Except for the 

central meridians of each globe 
(straight lines) 

Straight lines. Meridians 
converge at the pole nearest the 
standard parallels; the opposite 
pole lies at infinity and cannot 

be shown 

Shape of parallels Unequally spaced concentric 
circles whose spacing decreases 

toward the poles 

Equally-spaced, straight lines Curved lines 

Projection features Equal area  

Not conformal 

Equal area Conformal 

Databases National Land Cover Database 
(NLCD) 

Global USGS LULC database ─ 

Models  ─ ─ MM5, COAMPS, WRF 

Standard line (meridian/parallel) – A line on a map projection along which the scale is stated. 

Conformal – a map projection that preserves shape not size 

Equal Area – a map projection that distorts shape but not area. 
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Standard line (meridian/parallel) – A line on a map projection along which the scale is stated. 

Conformal – a map projection that preserves shape not size 

Equal Area – a map projection that distorts shape but not area. 

 

 Normal Mercator  
projection 

Universal Transverse 
Mercator (UTM) 

Universal Polar 
Stereographic (UPS) 

Developable 
surface 

Cylinder, intersecting two 

parallels ( ±2.29°) 

Cylinder, intersecting two 

meridians ( ±2.29°) 

Planar 

Best use Navigation North-to-south orientation Polar regions 

Latitude extent 90°S - 90°N 84°N - 80°S From 83°30’N to 90°N 

From 79°30’S to 90°S 

Longitude extent -180°W – 180°E Sixty zones, 6° of longitude wide -180°W - 180°E 

Scale factor 0.9996 on the equator, 

Increases with latitude 

0.9996 on the central meridian, 
1 on the standard meridians 

0.994 at the pole 

1 at 81°6'52.3"N and S 

Shape of meridians Straight lines Central meridian projects to the 
straight vertical line. 

Meridians 90°E and 90°W of the 
central meridian project to 
horizontal lines through the 

projected poles. 

All other meridians project to 
complicated curves. 

Straight lines 

Shape of parallels Straight lines The equator projects to the 
straight horizontal line. 

All other parallels are 
complicated closed curves 

Circles 

Projection features Conformal Conformal Conformal 

Database 
examples 

─ USGS LULC database ─ 

Models examples WRF MM5, COAMPS RAMS, MM5, COAMPS, WRF 
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Table 8-2. The Earth in different map projections (from en.wikipedia.org). 
Albers projection Interrupted Goode homolosine projection Lambert Conformal projection 

 
 

 

Normal Mercator projection Universal Transverse Mercator (UTM) Universal Polar Stereographic (UPS) 
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8.2 Consideration of Map Parameters: Convergence and Scale Factor 

Is it important? Map scale factors correct the governing atmospheric conservation equations to 

account for the distance errors introduced by map projections (e.g., Pielke, 1984). For example, 

a Met model with square grids on a projected map are not actually perfectly square in the real 

world due to representing the quasi-spherical earth on a flat map (see Figure 8.4). If the grid 

cell size is constant in the map-projected numerical mesh, then on the real Earth’s surface the 

grid cell size is actually changing across the domain. The horizontal gradients used to account 

for the mass, momentum, heat and moisture fluxes across the grid cells may need to be 

corrected by scale factors to account for these distance errors, otherwise the fluxes can be in 

error. These errors can usually be ignored, however, on a microscale domain. Convergence 

factors correct for the difference between true north and grid north that is introduced when 

projecting the numerical grid mesh onto a flat map. Convergence factors (or angles) are used to 

correct the model-computed winds when comparing to real-world wind measurements that are 

referenced to true north or when importing real-world wind measurements into a model. 

Consistency in interpretation of the wind fields between the Met and T&D modeling systems is 

crucial for both on-line and off-line modeling systems. Accounting for these map projection 

effects will become more involved for Met and T&D codes that use different map projections, 

or if one of the codes (typically a Lagrangian T&D model) does not use a map projection. 

 

Figure 8.4. Illustration of projecting the graticules (meridians and parallels, i.e., circles of constant 
longitude and latitude, respectively) onto a flat map  

(Source: www.e-education.psu. edu/natureofgeoinfo/book/export/html/1541). 
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The map scale factor inconsistency is expected to play a role only at the larger mesoscale and 

can be ignored at smaller scales. Depending on the map projection and latitude-longitude, the 

convergence factor can be an issue at both the microscale and mesoscale. Care must be taken 

when coupling existing Met and T&D models that have different map projections, or for models 

without map projection factors that are being applied to larger regions than originally designed 

for. 

Background. The existence of a map scale factor varying from point to point on the 

computational grid implies that the distance between two points on the projected map 

corresponds to a different distance on the globe and the difference in distance depends on 

which two points are chosen (i.e., it depends on latitude and longitude). This means, for 

example, that a puff advected for 100 km in the real world may travel a different number of 

grid cells depending on the type of map projection, the puff’s initial location on the 

computational grid, and the direction of transport. If the map scale factor is disregarded, 

distances will be “measured” incorrectly, mass conservation will be violated, and the plume 

concentrations will be incorrect. The magnitude of the errors depends on the size of the 

domain, the map projection type, and the initial release location and distance of plume 

transport. 

In principle, the atmospheric geophysical fluid dynamics conservation equations should include 

the map scale factor and the grid convergence factor for mesoscale domains (e.g., Grell et al., 

1994). In this context, the map scale factor m is the relationship between a distance on a map 

and the corresponding true distance on the Earth and it can change from point to point on the 

map depending on the projection type: 

m = (distance on projected grid) / (actual distance on Earth) 

The map scale factor m corrects for the changing horizontal grid size that results from the map 

projection and is found in the horizontal gradient terms in the conservation equations (e.g., 

from MM5, www.mmm.ucar.edu/mm5/documents/mm5-desc/sec1_2.ps): 
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where θ  is the convergence, and e  is the Coriolis parameter (see original document for the 

definition of the other symbols). As can be seen, both the map scale factor and the 

convergence represent fictitious forces due to the curvature of the coordinate.   

Convergence is the angle between the projected meridian (a circle of constant longitude 

running through the poles, i.e., true north) and the grid north y-axis of the projection (for a 

non-rotated grid mesh). The angle is measured from the y-axis and is positive in the clockwise 

direction. The convergence expresses the difference between the actual orientation of 

meridians and a regular grid superimposed on the map. As can be seen in Figure 8.5 for the 

UTM map projection, by moving away from the central meridian and from the equator, the 

difference between grid north and true north increases. 
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Figure 8.5. Difference between the orientation of meridians in the UTM projection (black lines) and a 

Cartesian grid (the UTM grid) superimposed on it (red grid). By moving away from the central 
meridian and from the equator, the difference between grid north and true north increases. Note: 

image not to scale. The E-W direction is exaggerated relative to the N-S direction. 

 

The fact that true north and grid north are not always coincident implies a potential 

discrepancy between the “real” and modeled path of a released plume or puff, if disregarded. 

The convergence correction depends on the map projection and can vary with latitude and 

longitude. In the example above, if a Met model is run with a UTM projection and the wind field 

is passed directly to a T&D model with a UTM projection, there is no need to correct the winds. 

However, if the T&D model has a Cartesian regular grid, i.e., no projection, or a different 

projection, then errors in the plume transport direction will be introduced if the convergence 

and map scale factors are not accounted for. Wind measurements that are read in and used by 

a Met or T&D model may need to be corrected depending on the map projection in the 

modeling system (to account for the difference between true north and grid north) and the 

model output may need to be corrected when comparing to wind measurements. Furthermore, 

as can be seen in the equations above, convergence should be included in the Coriolis term in 

the Met model since it is a wind angle dependent calculation (e.g., Grell et al., 1994).  
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Figure 8.6. On the left: map scale factor for the UTM projection (different curves represent different 
longitudes from the central meridian); on the right: map scale factor for the Lambert Conformal with 

standard parallels 35° and 45° and central meridian -95°.  

 

Quantification. At the urban scale, the map scale factor can be overlooked without incurring 

large errors due to the limited extent of the domain, i.e., the rate of change of the “actual” grid 

cell size across the domain is an extremely small fraction of the grid cell size. At the mesoscale, 

most numerical weather prediction models include the scale factor in the equation of motion 

and in the interpolation routines (e.g., MM5 and RAMS). Mesoscale models focused on air 

pollution applications (e.g., TAPM and HOTMAC) often do not use scale factors since they are 

typically applied over regions in the neighborhood of 1,000 km or less. Hurley (2012, personal 

communication), developer of the TAPM code, give an estimate of 1,500 km as being the 

maximum extent that the model could be applied without scale factors in the mid-latitudes. 

Inconsistencies can arise for larger mesoscale application if these predictions are fed to an 

Eulerian T&D model that does not include the scale factor, even if all the other factors are 

consistent (e.g., map projection, grid spacing). 

Figure 8.6 shows how the map scale factor m changes with latitude at several specific 

longitudes for two different map projections. One can see that the scale factor for the UTM 

projection decreases with increasing latitude, therefore a plume travelling north for a given 

real-world distance will effectively travel different distances on the computational grid 

depending on the plume origin. The maximum value of the scale factor is ~1.001 at the equator 

on the edge of the UTM zone. This means that by ignoring the scale factor in this region, there 
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will be an error of 100 m in grid cell size every 100 km, unlikely to cause any major error in the 

prediction of the plume path. On the other hand, the Lambert Conformal projection shows up 

to a 3% difference between the distance on the projected grid and the actual distance on the 

Earth (Figure 8.6). It is not clear if these small errors will “amplify” over integration time in the 

conservation equations via the horizontal gradient terms. We have not found any literature 

showing comparisons of mesoscale weather patterns computed by a meteorological model 

with and without the map scale factor in the equations.  

Figure 8.7 shows the convergence factor vs. latitude for the UTM projection and convergence 

vs. longitude for the Lambert Conformal projection. The plots show that the convergence factor 

results for UTM zones are small compared to the Lambert Conformal projection. Note that a 

plume could cross UTM zones during a calculation and the convergence factor will grow if the 

model continues using the same UTM zone central meridian. If the UTM zone is switched as the 

plume crosses zones, there will be compatibility problems since the grids within the two 

adjacent zones will not align with one another. Figure 8.8 shows adjacent UTM zone grids, as 

well as the misalignment of the grids when a UTM zone (zone 18) is extended beyond its limit 

(i.e., -3° longitude) into the adjacent UTM zone (zone 17). See Appendix A for the calculation of 

the map scale factor and convergence for some other map projections of interest. 

 

  

Figure 8.7. On the left: convergence for the UTM projection (different curves represent different 
longitudes from the central meridian); on the right: convergence for the Lambert Conformal with 

standard parallels 35° and 45° and central meridian -95°. 

 



 

 

136 

 

Figure 8.8. Illustration of the misalignment of grids in adjacent UTM zones and the increasing 
misalignement when the grid of a zone (in this case zone 18) is extended beyond its limits into the 

adjacent zone 17 (thus resulting in a larger deviation between true north and grid north) 
(Source: www.nps.gov/nr/publications/bulletins/nrb28/page40.htm) 

 

The error committed by considering the grid north coincident with the true north (and grid east 

as the true east) depends on the map projection, the latitude/longitude of interest, and on the 

distance traveled by the plume. To give some estimate of the associated error, we will assume 

that the Met model accounts for the convergence whereas the T&D model does not and uses 

the wind components as they are (i.e., considering that the v-component is in the north-south 

direction and that the u-component is in the east-west direction). For the UTM projection, the 

maximum difference between true north and grid north occurs at 84°N on the border of the 

UTM zone and is only about 3°; hence, not accounting for the convergence factor is likely not 

critical for short plume travel distances, but could result in significant lateral displacement of 

the plume for large plume travel distances. Let us assume the worst-case scenario whereby a 

particle release originates at the UTM zone border (3° in longitude from the central meridian) 

at high latitude (74°N) and travels north 10° in latitude, i.e., about 1,100 km (the distance 

between Washington DC and the northern tip of Maine or between Rome and Paris). By 

disregarding the difference between true and grid north, the hypothetical particle will be 

displaced by about 57 km over 1,100 km of travel (see Figure 8.9).  
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Figure 8.9. Differences in a particle path following the true north or the grid north when traveling at 

the edge of the UTM zone at high latitudes. The final horizontal distances between the correct 
position and the final position following the grid north is about 57 km over a distance of about 

1,100 km. 

 

Over such a large distance, this error would be minimal compared to all the other sources of 

uncertainty present in mesoscale atmospheric models. For instance, uncertainties in the 

measured wind direction (easily ±5°) or errors in the model-predicted wind direction (easily 

±10°) would likely overwhelm the map projection convergence effect for the UTM projection. 

However, there is no reason to not correct for this consistent bias error that is analytically 

straightforward to calculate. It should be pointed out that this is the maximum error possible 

within the UTM zone at those latitudes and that this is further north than all U.S. cities, even 

Alaska which extends approximately between 55 and 71°N. Table 8-3 includes examples of 

maximum plume trajectory displacement for plumes of different lengths released at different 

latitudes. Other map projections, however, that are typically used over larger areas, can have 

larger convergence factors. For example, as shown in Figure 8.7, the Lambert Conformal 

projection shows a 10° difference in true north and grid north when 10° off the central 

meridian. 
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Table 8-3. Horizontal distance between the “real” plume centerline end point and the computed one if 
grid convergence for a UTM map projection is disregarded. It is assumed that the plume is emitted at 

the indicated latitude and travels straight north for 10, 100, and 1000 km. 

Latitude Cities 
E-W plume trajectory displacement [km] 

10 km plume 100 km plume 1000 km plume 

20° Mexico City, Mumbai, Honolulu 0.18 1.82 21.6 

40° New York City, Madrid, Beijing 0.34 3.40 36.7 

60° 
Anchorage, St. Petersburg, 

Helsinki, Oslo 
0.45 4.56 47.3 

70° Murmansk, Prudhoe Bay, Barrow 0.49 4.95 50.6 

 

Implementation Issues. Although the errors due to not using map parameters may be relatively 

small for certain projections over certain areas of the globe, from the viewpoint of good coding 

practice, it is recommended to include the scale factor and convergence in both the Met and 

T&D models if they need to work together, especially at the mesoscale. For both on-line and 

off-line modeling systems, this means adding the map scale factor to horizontal gradient terms 

in the atmospheric governing equations of motion as shown in the equations above, as well as 

to the horizontal gradient terms in the Eulerian scalar concentration advection diffusion solver 

or to any length-based calculations in the Lagrangian T&D model. In addition, a convergence 

angle correction needs to be added to the Coriolis term (Grell et al., 1994). Pre- and post-

processors or I/O routines may need to be modified as well to account for the difference 

between grid north and true north in the measured and computed winds. The equations for 

doing this are straightforward for conformal map projections (such as the UTM or the Lambert 

Conformal): 
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where the convergence (conv) depends on the specific map projection, mapu  and mapv  are the 

wind components in the x and y grid directions, and u  and v  are the east-west and north-

south wind components. 
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Note that if the Met and T&D model share the same map projection, then the grid-north wind 

fields computed by the Met model can be passed directly to the T&D model without correcting 

for the convergence angle. As discussed in the preceding section, there is a good chance that 

the map projections will be different when coupling existing separately-developed Met and 

T&D models. If for whatever reason the map projections cannot be made equivalent, then the 

coupling process becomes a bit more complicated as the convergence factor needs to be 

accounted for in both projections. 

Coding the scalar concentration advection-diffusion solver directly into the Met model, i.e., 

creating an on-line modeling system, is the most straight-forward approach as all the map 

projection routines and governing equations modified for scale and convergence factors can be 

leveraged from the Met code. It is expected that the amount of code re-writing necessary to 

solve this issue for off-line and on-line systems will be lower than for many other issues. Since 

many operational Met models already have map scale factor and convergence factors built in, 

development may center on T&D models. It is expected that developers will make the map 

parameter correction if they are building a tightly-coupled on-line or off-line system, leaving the 

burden to properly convert Met data to the user (or intermediate couplers) in the 

loosely-coupled off-line paradigm. At the microscale, map factors are not required, but 

convergence is still an issue for CFD and T&D models that use a map projection. Due to the use 

of underlying map-projected databases (e.g., topography, land use, building shapefiles), some 

urban scale T&D models do you use map projections rather than a non-projected Cartesian 

coordinate system.  

Summary. The map scaling and convergence inconsistencies will not be solved automatically by 

going to an on-line approach. However, embedding an Eulerian T&D solver into a Met code that 

already has scaling and convergence factor corrections will be the easiest way to produce a 

system that is consistent. At the microscale, map scale factors are not important, but 

convergence factors will be for modeling systems with map projections. At the mesoscale, we 

recommend that both map scale and convergence corrections be included in the Met and T&D 

modeling systems for good coding practices, even if our analysis suggests that it may not 

significantly affect plume transport in some cases.  
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8.3 Consistent Vertical Coordinate System and Resolution 

Is it important? For Met and T&D codes developed independently, it is likely that they will 

adopt different vertical coordinate systems, grid stretching algorithms, and/or vertical grid 

resolution. Any inconsistencies between the Met and T&D model vertical meshing will 

introduce errors resulting from the required interpolation of the Met variables that will be 

passed to the T&D model. Depending on the interpolation scheme, the interpolated wind field 

may violate mass-consistency. The magnitude of the error will depend on both the differences 

in the vertical grid coordinates and resolution of the parent and target grid, the interpolation 

scheme, and the meteorological conditions. This is mainly an issue for Eulerian T&D models, as 

most Lagrangian T&D codes read in the meteorological fields at the Met model native 

resolution and interpolate out of necessity due to being point-marker based. However, if two-

way plume-to-met feedback is included in the on-line modeling system, then interpolation may 

be needed in the opposite direction as the concentration grid used by the Lagrangian T&D 

model may differ from the Met grid. An argument against having consistent vertical grid 

resolution can result from conflicting interests: for example, an Eulerian T&D model applied to 

a dense gas release may require very high resolution near the ground to resolve the shallow 

plume (often less than 1-2 m in depth), but the Met model cannot afford to be run at such high 

resolution due to operational time constraints. 

Background. When coupling existing Met and T&D codes that were developed independently, 

there is a high likelihood that they will have different vertical coordinate systems. They could be 

true height-based terrain-following (z*) coordinates, terrain-following pressure (sigma) 

coordinates, constant pressure coordinates, relative to sea-level (Eta) coordinates, or constant 

potential temperature (theta) coordinates, among others. For instance, RAMS users can choose 

among Cartesian coordinate, terrain intersecting Cartesian coordinate (shaved Eta type), and 

the sigma terrain-following coordinate system (Cotton et al., 2003), whereas in MM5 the sigma 

coordinate is the only choice (Grell et al., 1994). On the other hand, Lagrangian T&D models 

often adopt the height-based Cartesian coordinate system (e.g., QUIC, Williams et al., 2004) or 

the sigma terrain-following coordinate system (e.g., SCIPUFF, Sykes et al., 2008).  

In order to capture the strong gradients in meteorological variables near the ground surface 

and to minimize the number of total grids in the domain, Met (and CFD) codes typically use 

smaller vertical grids near the ground and stretch them at higher elevation. Eulerian T&D codes 



 

 

141 

may or may not stretch the vertical grids, and if they do, stretching algorithms may be different 

than the Met model, causing another potential inconsistency between the Met and T&D codes. 

In addition, the vertical resolution may also differ since T&D applications usually require smaller 

grid boxes to characterize the plume and the planetary boundary layer (PBL).  

This source of inconsistency is expected to be more common among off-line modeling systems 

since the Met and T&D codes are more likely to have adopted different vertical coordinate 

systems and/or different vertical resolutions. However, on-line modeling systems that are 

created from merging existing codes and that are only loosely-coupled (e.g., due to time 

constraints or funding limitations) would be just as likely to have inconsistencies in their vertical 

coordinate systems and vertical grid resolution. In addition, this is more often an issue for 

Eulerian T&D models since Lagrangian models typically use the Met data directly as provided, 

but as it will be seen later in the Quantification section, this is not always the case. The 

interpolation necessary due to vertical grid mesh discrepancies is likely not as much of an issue 

at the urban scale. Since CFD models are most often used at the urban scale, and since CFD 

models are often run in an on-line manner with a well-integrated scalar concentration 

advection-diffusion solver, the models are likely to be run with identical vertical coordinate 

systems and vertical grid mesh.  

Additional details about the different types of vertical coordinate systems can be found in 

Appendix B. 

Quantification. It is difficult to provide an estimation of the impact of mismatched vertical grids 

and the resultant impact on plume transport and dispersion since it will depend on the original 

and destination vertical coordinate systems, the differences in the vertical grid spacing, the 

type of interpolation scheme and the meteorological conditions. Some examples of 

assessments found in the literature are reported here to give an idea of the variability of the 

results among different models and model configurations. We begin, however, using a simple 

example to illustrate several points. Figure 8.10 shows a hypothetical log-law profile in the 

surface layer and the Met model-computed winds (blue circles) at the center of the Met model 

vertical grid cells. For this example problem, the T&D model has vertical grids offset from the 

Met model so that linear interpolation is used to approximate the wind speed at T&D model 

grid centers (red X’s). The linear interpolation underestimates the wind speed near the surface, 

almost by a factor of two in the lowest grid cell. For a near-surface release, this will result in 
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roughly a factor of two overestimate of the plume concentration near the ground. This has 

further ramifications in that the lower wind speeds will – depending on the nature of the T&D 

model turbulence scheme – result in an underestimate of turbulence, leading to less vertical 

and lateral mixing, and increasing the ground-level concentrations further. In addition to the 

velocity field, other meteorological variables may need to be interpolated when passed to the 

T&D model. For example, potential temperature and/or turbulence fields could be passed to 

the T&D model to be used for computing atmospheric stability or eddy diffusivity, respectively. 

Errors resulting from the vertical interpolation could lead to even further degradation in the 

computed plume transport and dispersion.  

 

 

Figure 8.10. Hypothetical example showing how interpolation (in this case, linear interpolation) 
required by mismatched vertical grid coordinates can lead to errors in the winds used by the T&D 

model. See text for more information. 
 

A study by Stohl et al. (1995) using the ECMWF Met model and the FLEXTRA T&D model (a 

trajectory model) looked at the impact of vertical interpolation that was required due to 

mismatched vertical grids. They simulated a high-resolution wind field and the corresponding 

plume trajectory and used them as reference cases. Then, the vertical grid resolution was 

reduced by a factor from two to six and the meteorological data on the fine grid were 

reconstructed by interpolation. Finally, the plume trajectories were simulated with the 

interpolated wind fields and compared with the reference case.  
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According to this study, there is a significant difference between the wind components after 

running the Met model at different vertical resolutions and then interpolating them back to the 

fine grid resolution (see Table 8-4). It is difficult to separate out the differences due to running 

the Met model at different vertical resolution (in theory, the higher resolution should be more 

accurate) and those due to the interpolation. However, given the large differences in the three 

different interpolation schemes (see Table 8-4), and the consistently better performing 

quadratic interpolation scheme, we can say that the interpolation scheme does contribute to 

some of the differences in the wind field that will be used to drive the T&D model. 

Table 8-4. Relative error in the vertical interpolation of the wind components for the factor of 2 and 3 
grid resolution ratios (from Stohl et al., 1995). 

Resolution 
ratio 

Wind 
component 

Nearest  
neighbor 

Quadratic 
interpolation 

Linear 
interpolation 

2:1 u 15.2 % 6.1 % 22.9 % 

3:1 u 27.7 % 18.1 % 43.0 % 

2:1 v 17.3 % 7.5 % 27.0 % 

3:1 v 31.1 % 22.2 % 47.8 % 

2:1 w 36.0 % 12.8 % 42.9 % 

3:1 w 61.5 % 37.7 % 82.2 % 

 

Stohl et al. (1995) found that the relative transport deviation after 96 hours travel time due to 

the differences in the wind fields significantly affect the transport and dispersion, with a 

deviation of the trajectories in the horizontal that ranges from 10 to 35% of the horizontal 

traveled distance (i.e., trajectories are from 400 to 1000 km apart after 96 h). In the vertical, 

this difference in trajectory ranges from 18 to 30% (see Figure 7 in the original paper). These 

results suggest that vertical interpolation due to mismatched grids can potentially have a 

significant effect on plume transport and dispersion.  

Implementation Issues. In most cases, this issue does not apply to Lagrangian T&D models 

because they have no wind field grid to match to, rather they read in the Met fields directly. 

They will still suffer the same errors in their solution of plume transport and dispersion due to 

the inaccuracies of the interpolation scheme. To rectify this issue for the Met and Eulerian T&D 

models, it requires that they have the same vertical coordinate system at the same resolution 

and depending on how the code is structured this could mean that either the Met or the T&D 

code will require a good amount of code rewriting. This issue can be solved for both 
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tightly-coupled off-line and on-line systems, however, it is likely faster to implement in an 

on-line manner since already written code structure can be leveraged. It is probably hardest to 

implement when leveraging existing codes, independent of whether they are off-line or on-line, 

as modifying the legacy codes may require considerably more code rewriting and restructuring. 

Within the photochemical modeling community, Byun (1999a) developed a generalized 

coordinate system within the EPA’s CMAQ air quality modeling system in order to interface 

with different Met model vertical coordinate systems without needing to recode the air quality 

model for each Met model. The coordinate transformation between the physical and the 

computational space are encapsulated into a Jacobian that depends on the vertical coordinate 

system of the Met model, effectively ensuring that the CMAQ uses the same coordinate system 

of the Met model.  

While harmonizing the vertical coordinate system allows avoiding an unjustified interpolation 

step, having matching resolutions might not be beneficial in all cases. In order to adequately 

resolve the plume, T&D models usually require higher vertical resolution within the planetary 

boundary layer as compared to Met models and running the latter at this higher resolution 

might be too computationally expensive. Nonetheless, in order for the meteorology to be 

representative on the scale of the dispersion, the Met model should be run at higher resolution 

in the areas where the dispersion takes place. To reduce the computational burden while 

avoiding the interpolation step, nested (moving) grids and (un)structured adaptive grids may be 

used to focus the grid refinement only where effectively needed (for instance as is done by 

OMEGA, Bacon, 2003). In loosely-coupled systems, especially in case of Eulerian T&D models, it 

is crucial that mass-consistency be imposed after the interpolation step to avoid spurious 

sources or sinks of mass. Note that a more sophisticated interpolation scheme, e.g., one that 

matches the curvature of the Met model output, can help to reduce the error introduced in the 

interpolation step.  

Summary. Although it is difficult to find specific information on the plume transport errors 

introduced by different Met and T&D model vertical grid meshing, it has been shown in one 

study to significantly impact plume transport. This is an issue for Eulerian scalar concentration 

advection-diffusion T&D solvers, not Lagrangian T&D models. Both on-line and off-line 

modeling systems will need to deal with this issue. Embedding an advection-diffusion solver 

into an existing Met model is probably the most straightforward way to ensure vertical grid 
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system consistency. Independent of whether coupling is accomplished in an on-line or off-line 

manner, leveraging existing Met and (Eulerian) T&D models with different vertical grid meshing 

will be the most difficult option and require significant recoding of one of the models. For 

purposes of adequately resolving the plume and/or to meet run-time constraints, matching 

vertical grid resolution may not be desired in all cases however. 

8.4 Consistent Horizontal Grid Mesh 

Is it Important? For an Eulerian coupled modeling system, if the Met and T&D models adopt 

different grid spacing, if the grid meshes are not aligned, or if the grid stencils are mismatched, 

the Met fields will need to be interpolated horizontally onto the T&D grid, introducing 

interpolation-scheme-dependent errors in the wind field driving the plume transport and 

dispersion. These errors could alter the trajectory of the plume. Furthermore, an originally 

mass-conserved wind field may violate mass consistency once interpolated onto a different 

grid. This can result in an artificial gain or loss of mass in the plume. However, in order to 

adequately resolve the plume, high resolution is required. Having such high resolution in the 

Met model – which needs a large domain to capture the relevant mesoscale flow phenomena – 

may not be possible, however, due to run time requirements and computer memory 

constraints.  

Background. Even if the Met model and the Eulerian advection-diffusion T&D model share the 

same map projection and vertical coordinate system, they may adopt different grid spacing in 

an off-line or loosely-coupled on-line modeling system. The appropriate grid spacing depends 

on the phenomena of interest, the scale of the problem (e.g., mesoscale vs. urban scale), the 

source term features (localized vs. widespread emissions), computer memory constraints, and 

speed of computation requirements (e.g., operational vs. research applications). In order to 

simulate the dispersion of the airborne material accurately, a relatively fine resolution is 

necessary close to the source location for an Eulerian concentration advection-diffusion solver. 

In fact, the grid size determines the initial source dilution and, if too large, the maximum 

concentration cannot be captured adequately.  

This issue is expected to be more relevant at the mesoscale, because Met models need to be 

run over large domains in order to capture the weather patterns of interest, but are usually run 

at coarser resolution for computational efficiency, while the T&D model should be run at higher 

resolution to improve the accuracy of the plume calculation and limit numerical diffusion. In the 
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presence of topography, the horizontal interpolation of the Met fields can introduce 

appreciable errors in the vertical wind component due to its high spatial variability in 

mountainous terrain (Stohl et al., 1995). At the microscale, it is more likely that the Met or CFD 

model and Eulerian T&D model will be run with the same resolution, but, in principle, there still 

can be a discrepancy for off-line or loosely-coupled on-line modeling systems.  

Differences in the grid stencil, that is, the location of the meteorological variables on the grid 

can also result in horizontal interpolation errors. In an Eulerian modeling system, the fact that 

equations have to be solved numerically means that variables are defined at specific points on 

the computational grid, e.g., at the cell centers, at the corners, at the center of the cell faces. 

For unstaggered grids, all the variables are co-located, whereas they are defined at different 

grid points on a staggered grid. For instance, RAMS and HOTMAC adopt an Arakawa-C grid, with 

scalars defined at the center of the grid boxes and the normal velocity components defined on 

corresponding box faces. Conversely, MM5 adopts an Arakawa-B staggering, with horizontal 

velocity components evaluated at the cell corners and scalars evaluated at the cell centers. If 

the T&D model uses a different grid stencil, e.g., all variables are interpolated to the cell center, 

then there can be horizontal interpolation errors.  

Note that the horizontal interpolation errors mentioned above can also affect Lagrangian T&D 

models (e.g., Nehrkorn et al., 2010; Brioude et al., 2012). That is, the Lagrangian models will 

import Met field information and then use an interpolation scheme to assess the wind vector at 

the particle or puff center location. Just as in the Eulerian system, this can lead to errors in the 

plume trajectory and introduce wind field mass consistency errors.  

In a coupled system with two-way feedback, the concentration fields from both Lagrangian and 

Eulerian T&D models will need to be interpolated back onto the Met grid introducing potential 

interpolation errors in the concentration field. This is thought to be less important than the Met 

grid interpolation errors, however.  

Quantification. Stohl et al. (1995) carried out the same analysis described in Section 8.3 but 

looked at the impact of horizontal interpolation on plume transport rather than vertical 

interpolation. That is, the horizontal and vertical wind components u, v, and w from every nth 

horizontal grid cell from a high resolution base-case grid mesh calculation were used to create a 

coarser mesh with grid cell size equal to the product of n and the base case grid cell size, where 

n was varied from 2 to 6. Then these coarser fields were interpolated back to the base-case grid 
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and used to compute trajectories. Due to horizontal interpolation, after 96 h, the trajectories 

were from about 120 to 940 km apart from those of the base-case non-interpolated simulation, 

corresponding to a relative error ranging from about 13 to 42% in the horizontal (see Figure 5 in 

the original paper). Stohl et al. attribute the trajectory differences, in part, to errors in the 

vertical wind component introduced by the horizontal interpolation of the Met fields, resulting 

in the plume traveling at a different height with different winds. 

The Stohl et al. (1995) study was carried out at the mesoscale. We performed a similar study at 

the urban scale to assess if the presence of buildings could reduce the error in the trajectories. 

For this study, we utilized the 30-minute continuous releases of sulfur hexafluoride (SF6) tracer 

for eight intensive operating periods (IOPs) during the Oklahoma City Joint Urban 2003 Field 

Experiment (Clawson et al., 2005; Brambilla et al., 2012). The wind fields and the plume 

dispersion were computed with the QUIC dispersion modeling system using an empirical-

diagnostic wind solver and a random-walk dispersion model (Williams et al., 2004; Pardyjak and 

Brown, 2007). The high-resolution case was run with a 2.5 m horizontal grid and a 3 m vertical 

grid for a total of 472×484×64 = 14.6 million cells. The u, v, and w-wind components were taken 

from every 2nd and 4th grid cell (every 5 and 10 m) and then using bi-linear interpolation a 2.5 m 

high-resolution wind field was obtained. The vertical grid spacing was kept constant. Relative 

differences introduced into the velocity field due to the bi-linear interpolation as compared to 

the non-interpolated velocity were averaged over the whole high-resolution grid (Table 8-5) 

and in the first computational layer above the ground (Table 8-6). The tables show that relative 

errors are 1) much higher at ground level than when averaged over all the domain, 2) higher for 

larger grid resolution ratios; and 3) higher for the vertical wind component as compared to the 

horizontal components. Note that the u-component errors are higher than the v-component 

because the winds were prevalently from the SSW. Contrary to the findings of Stohl et al. 

(1995), the relative difference is approximately constant over the range of investigated 

prevailing wind speeds (between 2 and 9 m/s). 
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Table 8-5. The relative difference (in [%]) between the base case high resolution wind field and low 
resolution cases interpolated to the high resolution grid – full 3D wind grid utilized in analysis 

 
u-component v-component w-component 

2:1 4:1 2:1 4:1 2:1 4:1 
Min 1.5 2.6 1.5 2.8 22.3 30.6 
Max 5.8 9.3 1.7 3.2 25.0 34.7 

Average 2.4 4.3 1.7 3.1 24.1 31.9 
Median 2.2 4.0 1.7 3.1 24.2 31.4 

Standard deviation 1.0 1.5 0.1 0.1 0.6 1.2 

 

Table 8-6. The relative difference (in [%]) between the base case high resolution wind field and low 
resolution cases interpolated to the high resolution grid – only surface-level winds utilized in analysis.  

 
u-component v-component w-component 

2:1 4:1 2:1 4:1 2:1 4:1 
Min 12.8 22.9 11.5 22.9 26.0 44.3 
Max 18.8 34.5 13.0 24.1 29.3 47.1 

Average 16.0 28.9 12.7 23.7 27.8 46.3 
Median 16.1 28.9 12.8 23.7 27.9 46.6 

Standard deviation 1.8 3.1 0.3 0.3 0.8 0.9 

 

Concentration fields computed using the base-case non-interpolated wind field and the two bi-

linearly interpolated wind fields were compared at the end of the 30-min releases in two ways: 

(1) with a point-by-point comparison, and (2) by calculating the percentage of plume overlap 

between the results of the reference and interpolated cases. A total of 24 releases were 

analyzed (three for each IOP). Figure 8.11 shows the point-by-point concentration comparison 

at ground level. It can be seen that the scatter increases by increasing the distance over which 

wind field interpolation is performed, implying greater disagreement between the computed 

plumes. In particular, the concentration at ground level tends to be overestimated when the 

plume dispersion is run with the interpolated wind field obtained from the 10 m resolution 

wind field. However, the percentages of points within a factor of 2, 5, and 10 do not decrease 

significantly, therefore only a relatively small number of points is overestimated in this case.  
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Figure 8.11. Point-by-point concentration comparison at ground level for concentrations computed 
from the 2.5 m resolution base case wind field and from interpolated wind fields. Left: 2.5 m 

resolution interpolated wind field created from 5 m spaced data, Right: 2.5 m interpolated wind field 
created from 10 m spaced data. 

 

The percentage of plume overlap between the plumes computed with the interpolated wind 

fields and the non-interpolated wind field is shown for four different concentration thresholds 

in Figure 8.12. As expected from the scatter plots above, the plume overlap is higher at higher 

concentrations. In addition, percentages are always above 80%, i.e., even when starting from a 

low-resolution wind field, the hazard zone is fairly well predicted. It is expected that results will 

degrade for higher resolution ratios, however, no significant differences are noticeable 

between the two resolution ratios with respect to percentage of plume overlap. This agrees 

with the findings of Brown et al. (2008) in which they demonstrated that plumes are less 

sensitive to uncertainty in wind direction in an urban setting due to channeling induced 

between buildings. 
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Figure 8.12. Percentage of plume overlap for four concentration thresholds for the plume created 
using the base-case high resolution 2.5 m wind field and interpolated 2.5 m resolution wind fields 

created from (left) 5 m spaced velocity data (resolution ratio of 2:1) and (right) 10 m spaced velocity 
data (resolution ratio of 4:1). Error bars show the variability of the different IOPs (from the minimum 

to the maximum value computed). 

 

The impact on plume transport and dispersion from the horizontal interpolation errors 

described above are supposed to be for the case when the Eulerian T&D scalar concentration 

advection-diffusion solver is at high resolution in order to accurately capture plume transport 

and dispersion, but the Met (or CFD) grid resolution is considerably lower owing to a 

combination of large domain size, run time requirements, and memory limitations. Hence, the 

wind field computed by the Met (or CFD) code needs to be interpolated onto a higher 

resolution T&D model grid. Since the results described above were derived using a Lagrangian 

T&D model rather than an Eulerian model, one should interpret the findings with a little 

caution. We have not been able to find information for the case when horizontal grid sizes are 

nearly the same, but the meshes are misaligned or there is an inconsistency in the grid stencil 

between the Met and T&D models. We suspect the impact is smaller as compared to the 

studies described above. Since mass consistency is dependent on vertical, horizontal, and 

temporal interpolations, we discuss this issue separately in Section 8.7.  
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Implementation Issues. In order to avoid horizontal interpolation errors, the Met and T&D 

models need to adopt the same map projection and in the case of Eulerian T&D solvers the 

same horizontal grid resolution, stencil, and alignment. This can be accomplished in both on-

line and off-line modeling systems, but would likely be most straightforward to implement by 

adding a scalar-concentration advection-diffusion equation to an existing Met or CFD code. 

Assuming a consistent map projection, coupling existing Met and Eulerian T&D models to 

ensure equivalent grid size and alignment is typically a user input so it is easy to implement. 

However, if the existing Met and Eulerian T&D models have different grid stencils, then the 

numerical scheme would need to be recoded and would likely require significant rewriting of 

either the Met or the T&D code to make them consistent. 

As mentioned earlier, high resolution is needed to capture the near-source behavior of the 

plume and to reduce numerical diffusion issues. For mesoscale applications, this is problematic 

because high resolution over a very large domain will imply high resolution over areas that do 

not require it and, therefore, unnecessarily long simulation times. Nested grids, variable 

resolution grid spacing, and adaptive grids can be used to reduce the computational time while 

having Met data computed at a resolution suitable for T&D calculations. In the case of fixed 

nested grids and variable resolution grids, the drawback is that the nested grids need to be 

positioned beforehand, requiring a priori assumptions about the plume trajectory. The adaptive 

grid approach, on the other hand, includes on-the-fly mesh refinement during the simulation. 

For instance, OMEGA adopts the re-meshing technique and the grid is refined or coarsened 

dynamically based on the gradients in the evolving weather conditions or the concentration of 

the emitted substances (Bacon, 2003). Overhead related to re-meshing the domain and 

consequently having to interpolate the Met and concentration fields onto the new grid can be 

reduced by properly defining the adaptation interval (how many time-steps or time before re-

meshing) and the refinement criteria. Russell and Dennis (2000) discourage this practice, 

however, claiming that the inaccuracies from interpolating from one grid to another can 

remove the improved accuracy from re-meshing. Nonetheless, they do not report any 

quantification to support this statement.  

In loosely-coupled systems, especially in the case of Eulerian T&D models, it is highly 

recommended that mass-consistency be imposed after the interpolation of the wind field to 

the different grid to avoid spurious sources or sinks of mass. For Lagrangian T&D models, some 



 

 

152 

consideration of whether the internal wind interpolation scheme is mass conservative is 

warranted and modifying the code to use the native grid stencil of the Met or CFD model is 

suggested in order to remove this horizontal interpolation error.  

Summary. Several studies have suggested that different Met and T&D model horizontal grid 

meshing can result in errors in the wind field due to interpolation errors and may alter the 

plume transport. Both on-line and off-line modeling systems will need to deal with this issue. 

Embedding an advection-diffusion solver into an existing Met model is probably the most 

straightforward way to ensure horizontal grid system consistency. Independent of whether 

coupling is accomplished in an on-line or off-line manner, leveraging existing Met and (Eulerian) 

T&D models with different horiztontal grid meshing will be the most difficult option and require 

significant recoding of one of the models. However, for purposes of adequately resolving the 

plume and simultaneously meeting meteorological model run-time constraints, matching 

horizontal grid resolution may not be desired in all cases. 

8.5 Consistency of Time Steps, I/O Exchange, and Time Scales of 
Meteorological Variation 

Is it Important? Errors can be introduced in the T&D model calculation by temporally 

interpolating Met fields between coupling intervals especially under rapidly varying 

meteorological conditions. The magnitude of the error depends on the coupling interval 

relative to the time-scale of the natural meteorological variation. This issue is relevant for both 

the meso- and microscale and for both Eulerian and Lagrangian T&D models. Mass-consistency 

can be lost in the temporal interpolation process as well and is particularly an issue for Eulerian 

T&D models, but because it depends on both temporal and spatial interpolations, we discuss 

mass consistency in the Section 8.7. 

Background. If the Met and T&D models march with two independent time steps, when they 

exchange information it needs to be synchronized in time. Most likely the T&D model pre-

processor will temporally interpolate the Met fields to match its current time step. Small errors 

can arise in case of interpolation and initially mass-consistent Met fields may go out of mass 

balance depending on the interpolation algorithm. Different time steps arise from different 

internal constraints that the Met and T&D models must satisfy (e.g., Courant condition, 

Lagrangian time scale constraint, plume-induced Courant condition). Time synchronization is 

more easily achieved in an on-line modeling system. Many off-line models, however, force the 
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T&D model time step to be a whole number fraction of the Met model time step so that 

interpolation due to time synchronization is generally not an issue.  

In this sub-section, we are more concerned with the differences in the time scales of I/O 

exchange versus the time scales of the meteorological changes. Periods of rapid variation in 

winds occur at all times of the day and night and result from microscale, mesoscale, and 

synoptic scale time-varying forcings. In coastal environments, sea and land breezes can cause a 

daily shift of the wind direction throughout the entire diurnal cycle. In complex terrain, upslope 

and downslope winds result in rapid changes in the flow direction, and then propagate 

downwind in valley wind patterns. In urban environments, the heat surplus in the city at night 

relative to the surrounding rural areas can cause inward convergent flow into the city in the late 

night and early morning hours. Between the morning and early afternoon, as the boundary 

layer depth grows, winds can change direction as upper-level winds are mixed down to the 

surface. Time scales of the wind shifts are hours in some cases, but can drop down to minutes 

in other cases.  

Depending on the time duration of the plume dispersal calculation, Met fields are often saved 

hourly or every couple of hours for use as input in the T&D model in loosely-coupled off-line 

modeling systems. The low frequency of model output may be due to the size of the output 

files, disk space limitations, and run-time constraints, or it may just be that in a lot of cases 

these time scales are appropriate for the Met model intended purpose (weather forecasting) 

and plume modeling requirements were not considered. Nonetheless, errors arise because 

meteorological variations with a characteristic time scale shorter than the coupling time are not 

“seen” by the T&D model. On-line modeling systems can exchange data more frequently 

without the run time penalty that would occur for an off-line system because data are shared 

via RAM instead of the hard disk and hence are advantageous for cases in which the 

meteorological conditions vary rapidly in time and large amounts of data must be passed 

between models.  

Quantification. The adoption of long coupling times compared to the temporal scales of the 

meteorological phenomena for the period of interest causes an error in the plume trajectory 

calculation. Typically T&D models will use linear interpolation of the wind components (and 

other meteorological variables) at the different time outputs when performing transport and 

dispersion calculations. Figure 8.13 depicts a 50° shift in wind direction over 15 minutes 
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measured during the Joint Urban 2003 Field Experiment. QUIC random-walk calculations per-

formed using a five minute coupling interval as compared to a linear interpolation using hourly 

averages leads to noticeable differences in the transport direction and width (Figure 8.14). 

 
Figure 8.13. A roughly 50° shift in wind direction over a 15 minute period measured on a 50 m tower 

in Oklahoma City during the Joint Urban 2003 Field Experiment.  
 

 

Figure 8.14. Plan view of plume surface-level dosage computed from the wind measurements in Fig. 
8.15 using (left) five-minute wind intervals and (right) linear interpolation of one-hour average winds. 
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According to Bacon (personal communication, 2011), the OMEGA on-line modeling system was 

used to look at the effect of coupling time between the Met and T&D models on the plume 

trajectory. Hundreds of releases were selected at different locations within a western US 

mountainous terrain domain and at different start times over a twenty-four hour period. Plume 

trajectories were computed for 5, 10, 15, 20, 30, and 60 minute coupling times and compared 

to the standard mode of passing Met information every time step to the T&D model (on the 

order of tens of seconds). Figure 8.15 shows the average and maximum difference between the 

plume centerline trajectories organized by coupling time duration and plotted as function of 

time after the release. Using an hourly coupling time, the average trajectory “error” was 

approximately 40 km over a six hour period, while at least one case was off by 170 km. For a 5 

m/s wind, the plume will travel ~108 km, so these are quite significant displacements in the 

plume centerline. These results are for one particular day and for a complex terrain domain in 

which large wind direction shifts can be expected, so it is difficult to extrapolate results.  

 

Figure 8.15. Difference in plume trajectory computed by the on-line OMEGA Met and T&D modeling 
system for different coupling times as compared to passing Met fields every time step (courtesy of 

David Bacon, 2011). 
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Seaman et al. (2007) compared the output from the off-line coupled MM5 and SCIPUFF 

modeling system using 10, 60, and 180 minute coupling times to concentration measurements 

from the Cross Appalachian Tracer Experiment (CAPTEX) that were collected between Ohio and 

New Hampshire for a three hour point release in Dayton, Ohio. The CAPTEX domain is a flatter 

region as compared to the western US region that OMEGA was applied to, but was complicated 

due to a passing front. Seaman et al. reported that the calculations with the ten minute 

coupling resulted in a meandering plume, while the 3 hour coupling looked more like a straight-

line Gaussian plume. Computations of maximum concentrations at four different times after 

the release start time show some differences when using the 10, 60, and 180 minute coupling 

times (see Table 8-7), but when compared to observations, the ten-minute coupling time did 

not always produce the best answer. Seaman et al. (2007) explain that this is partly due to the 

spacing of the tracer samplers (i.e., the true maximum concentration was likely not measured), 

and also due to known uncertainties in the vertical mixing schemes.  

 

Table 8-7. Maximum concentrations computed by the MM5-SCIPUFF system at 5, 11, 17, and 23 hours 
after the start of the tracer release for different coupling times (Seaman et al., 2007). 

Coupling 
time [min] 

Maximum Concentration (fL/L) 

5 hrs 11 hrs 17 hr 23 hr 
10 2791 2061 311 95 
60 2648 1638 322 163 

180 2815 1354 447 163 

OBS’d 1608 121 89 47 

  

In addition to lateral differences in the plume trajectory, the time coupling interval can also 

affect vertical mixing. Grell et al. (2004) carried out on-line and off-line coupled meteorological 

and air chemistry T&D calculations using MM5 to evaluate the impact different coupling times 

had on the vertical structure of carbon monoxide and ozone. They compared the results from 

the on-line simulation in which meteorology was fed every 10 s to the air quality model to off-

line calculations in which meteorology was updated at 10, 30, and 60-minute intervals. The 

simulations were carried out for the meteorological conditions of July 23, 2002 over a domain 

covering the central and eastern United States with a resolution of 3 km and 30 vertically-

stretched levels. Figure 3 in the original paper shows how the profiles progressively differ more 

and more from the on-line simulation as the coupling time increases. At a 10 minute coupling 
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time, the upper-level concentrations are matched fairly well, but within the boundary layer 

there are still fairly large differences. At half-hourly and hourly coupling intervals, there are 

significant differences aloft and near the surface. This result is confirmed by the analysis of the 

power spectrum, which shows that a maximum coupling time of approximately 10 minutes is 

required to capture the variability in the vertical wind component. 

 
Stohl et al. (1995) repeated the long range T&D numerical experiment described in Section 8.3 

for the coupling time interval. Met output was coupled with T&D calculations at 3-hour 

intervals. Then every 2nd, 4th, and 8th time slice was taken and Met fields at 3 hour intervals 

were reconstructed by linear interpolation. Stohl et al. (1995) then compared the T&D 

calculations performed with each of these reconstructed wind fields to the non-interpolated 

base case. Due to the temporal interpolation, the trajectories were from about 600 to 1100 km 

apart from those obtained with a 3 h coupling time after 96 h. This difference corresponds to a 

relative error ranging from about 20 to 40% in the horizontal. They also found significant 

differences in the vertical with relative transport errors in the neighborhood of 60 to 90% 

within the first six hours and converging towards 25 to 40% after 96 h (see Figure 9 in the 

original paper).  

In a study using the ECMWF weather model and the ADPIC T&D model to look at the ETEX 

experiment, Nasstrom and Pace (1998) have shown that a reduction of a factor of two in the 

temporal resolution of the Met data resulted in a statistically significant decline in performance 

when compared to measured data (variation larger than 5%). 

Table 8-8. Percentage of model computed near-surface concentrations within a Factor of 2, 5, and 10 
of measurements (paired in space and time) as a function of coupling time. Results are obtained with 

the ECMWF and RDM-ADPIC models (Nasstrom and Pace, 1998). 

Coupling 
time [h] 

Dispersion model predictions 

Factor of 2 Factor of 5 Factor of 10 
6 29.3 % 55.2 % 65.7 % 

12 24.5 % 49.2 % 61.0 % 

 

In another long range transport study, Korsholm et al. (2009) found sensitivity to the coupling 

time when using the Enviro-HIRLAM coupled Met and T&D modeling system to reproduce the 

ETEX-1 experiment. As can be seen in Figure 5 in the original paper, the cloud U-shape is 
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preserved up to a coupling time of 120 min, whereas it is lost for longer coupling times because 

the eddies that split the cloud in two were not appropriately resolved. 

Implementation Issues. Realizing a frequent exchange of data between the Met and T&D 

models (and vice versa) is possible in both an on-line and off-line modeling system, but it is very 

time intensive for off-line systems because of the I/O overhead. On-line coupling is therefore 

the best option for applications in which the meteorology changes rapidly and short coupling 

times are required to minimize the temporal interpolation error and have accurate plume 

transport and dispersion results.  

Some consideration should be given to choosing a coupling time that is not too short, i.e., in 

order to speed up the calculations perhaps the T&D model does not need to be run at every 

Met model time step. In the on-line coupling of WRF and CMAQ, for example, CMAQ is called 

every five WRF time steps by default (Wong et al., 2012). Furthermore, as shown by Grell et al. 

(2004), concentration fields computed at ten minute coupling intervals were fairly close to the 

on-line coupled modeling results that were at a several second time interval. One could also 

develop schemes to automatically choose coupling times that are dependent on the time-scale 

of the variability of the meteorology, but this is likely a subject for future research. Note that in 

order to avoid mass-conservation errors and to not have to adjust the Met fields, the Met 

model and the Eulerian T&D model must be forced not only to march with the same time step, 

but also to share the same temporal integration algorithm. For more details, see Sections 8.6 

and 8.7. 

Summary. In cases where meteorological conditions rapidly change, high frequency coupling 

between the Met and T&D model is required to ensure accurate calculation of the transport 

and dispersion. For cases in which high frequency coupling is required, the on-line approach will 

be advantageous from a run-time perspective, as large 3D data sets can be rapidly passed via 

RAM versus the slower I/O exchange via hard disk in the off-line approach.  

8.6 Consistent Numerical Solution of Partial Differential Equations 

Is it Important? In an Eulerian coupled-modeling framework, if the Met and the T&D models 

adopt different numerical advection schemes in the Met model dynamic solver and in the scalar 

concentration advection-diffusion equation, the gradients are computed in different ways and 

an initially mass-consistent wind field produced by the Met code may lead to plume mass loss 
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or gain in the T&D code when the concentration gradients are evaluated with a different 

algorithm. These inconsistencies can be present for Eulerian T&D models at both the meso- and 

urban scales. On the other hand, one may actually desire to use different numerical schemes in 

the Met and T&D codes to optimize the solution for the time and space scales appropriate to 

the meteorology and plume, respectively.  

Background. Numerous numerical methods have been employed in the numerical weather 

prediction, computational fluid dynamics and air quality communities to solve the system of 

partial differential equations describing the evolution of the meteorological conditions and the 

transport and dispersion of the plume (e.g., Krishnamurti and Bounoua, 1995; Ferziger and 

Peric, 1996). Inconsistencies may arise when an Eulerian T&D model is coupled to an Eulerian 

Met model because both are based on a set of partial differential equations that might be 

solved with different numerical schemes. The inconsistency derived from adopting different 

advection schemes is due to the fact that Eulerian T&D models rely on the species continuity 

equation to enforce the principle of mass conservation. Since these models use the winds 

produced by the Met models, mass is conserved only when the two of them use the same 

discretization, i.e., grid, time step, and finite difference forms (Odman and Russell, 2000). Zhang 

et al. (2008) have demonstrated theoretically the need for consistent advection methods. 

On the other hand, adopting different numerical schemes to advect momentum and scalars is 

often recommended to improve run time or accuracy (e.g., Jin et al., 2003). Higher order 

accuracy schemes have been developed to be less diffusive – important for plume dispersion – 

but polynomial fitting causes dispersive oscillations and unphysical negative concentrations can 

be produced. Flux corrector and other so-called positive definite methods are usually in the 

T&D model advection scheme in order to avoid negative concentrations or mixing ratios (e.g., 

Boris and Book, 1973). For instance, Enviro-HIRLAM adopts the Bott positive definite advection 

scheme for chemical species and aerosols, while the semi-Lagrangian scheme is used for 

meteorological quantities (Korsholm et al. 2009). The Bott scheme is not used to advect both 

meteorological and chemical species because it requires too much CPU-time. According to the 

Enviro-HIRLAM authors, this inconsistency does not seem to cause loss of mass conservation. 

The COAMPS meteorological dynamical solver also uses a different numerical scheme as 

compared to the scalar-concentration advection-diffusion solver for similar reasons (Liu, 

personal communication, 2012).  
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Quantification. Zhang et al. (2008) tested three different advection schemes for passive tracers 

to add to the GAMIL global atmospheric model. One of the three methods (the FFSL) was 

consistent with the GAMIL advection scheme, while the other two were not. The FFSL scheme 

was able to preserve an initially uniform concentration field after advection, whereas large 

relative errors were found for the other two schemes (maximum relative error of 30% for the 

TSPAS scheme and 70% for the MPDATA scheme). The small relative error found in case of the 

FFSL scheme (0.3%) was due to the fact that the passive tracer advection scheme implemented 

a time integration scheme differing from that of GAMIL. 

Implementation Issues. A careful assessment of the advantages and limitations of making the 

numerical schemes consistent between the Met and T&D models needs to be carefully weighed 

against the advantages and limitations of adopting different algorithms. Given the lack of 

consensus in the types of numerical schemes implemented in coupled Met and T&D modeling 

systems suggests that there is no “right” answer and that the choice strongly depends on 

application and operational requirements. Consistency of numerical schemes is easier to realize 

in an on-line system since code can be “re-used” and more easily leveraged, but in principle the 

same can be achieved in the tightly-coupled off-line framework with the proper choice of the 

Met and T&D models or by recoding one of the two. Recoding, however, is expected to be 

significant. For instance, the implementation of new advection schemes in Enviro-HIRLAM to 

avoid any inconsistencies of this type “required quite large changes in the underlying model 

code” (Sørensen et al., 2012). 

Summary. Some researchers feel strongly that consistent numerical schemes are important and 

different schemes can lead to advection and mass conservation errors (see Section 8.7, for 

example). Others in the T&D community feel that the advantages afforded by having different 

numerical schemes for the Met and T&D models outweigh the advantages of consistency. We 

feel this is an open issue and may be case dependent.  

8.7 Mass Conservation and Consistency of Grid, Numerical Scheme, and Map 
Projection  

Is it Important? Spatial and temporal interpolation of wind fields or use of different differential 

equation numerical schemes may lead to the violation of the mass-consistency constraint with 

potential repercussions on the transport and dispersion, especially for Eulerian T&D models, 
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but also for Lagrangian T&D models. Inconsistencies in the wind and density fields correspond 

to spurious sources or sinks of mass.  

Background. Vertical, horizontal, and temporal interpolation of results from/to the Met and 

T&D grids may be necessary because of different map projections, horizontal grid sizes, 

alignment, and stencils, vertical coordinate systems, different time steps and coupling times 

(see Sections 8.1, 8.3, 8.4, and 8.5). If the wind and/or density field are interpolated, it is crucial 

to impose mass-consistency before carrying out the transport and dispersion step. This can be 

done with the same methods adopted by diagnostic wind models, i.e., through variational 

analysis (Sherman, 1978; Ishikawa, 1994). 

According to Byun (1999a,b), it is crucial that mass-consistency is imposed after the 

interpolation step to avoid spurious sources or sinks of mass in loosely-coupled on-line or off-

line systems with an Eulerian scalar concentration advection-diffusion model. One of the 

problems related to interpolation of the wind field is that since the divergence in the horizontal 

wind field is about five orders of magnitude smaller than the wind, small interpolation errors 

can cause much larger errors percentage wise in the divergence. In addition to the spatial and 

temporal interpolation issues, Byun (1999a) lists other potential causes of mass disparities, 

including not treating the mass conservation prognostically, using the potential temperature – a 

non-conservative variable – in the heat conservation equations, the imbalance imparted by 

data assimilation schemes, and nested grid boundary conditions. Pleim (2010) reports that 

differences in the advection schemes lead to mass continuity errors, and even in models that 

share numerical schemes there is also a small issue as the scalar concentration advection-

diffusion solvers are modified to be positive definite (i.e., not allow for negative 

concentrations). Pleim (2010) notes that even if the wind field is mass conserved, the plume 

can still lose or gain mass, and that both issues need to be treated simultaneously. However, 

Pleim indicates that there is a trade-off to ensuring both wind field and plume mass 

consistency, namely spurious vertical wind oscillations can be introduced at the top of the 

model domain.  

Quantification. Pleim (2012) reported results from studies that showed mass loss or gain being 

from 1 to 5% during a calculation in an off-line coupled WRF and CMAQ Eulerian modeling 

system. The lack of mass continuity was attributed to not only spatial interpolations, but to 

temporal interpolations and differences in the numerical advection schemes between the 
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codes. For Lagrangian random-walk T&D models linked with WRF, Briode et al. (2012) found 

that mass conservation errors were typically less than 1% over twenty-four hours of simulation. 

However, when using a Cartesian vertical velocity that varied strongly due to orography, a 25% 

error was introduced. It is not clear from their description if WRF produced the Cartesian 

vertical velocity out of mass balance with the horizontal winds, or if it was due to a terrain-

following vertical coordinate conversion step. Broide et al. did point out that if the spatial 

derivatives of the topography are computed differently in the Met model and in the T&D 

model, then mass consistency errors can be introduced. This will also be an issue in an Eulerian 

system in which the vertical coordinate systems differ between the Met and T&D model.  

Hu et al. (2006) discussed the effects of different vertical velocity correction methods in the off-

line coupling of MM5 and CMAQ. In particular, the two models were set up to use the same 

map projection and horizontal grid with the hourly MM5 output data interpolated to the 

shorter CMAQ time step. Twenty-four kg of inert tracers were released at each of four different 

locations in the Tennessee Valley starting at 8:00 UTC and ending at 14:00 UTC on 11 August 

2000. Figure 2 in the original paper shows the differences in the total mass with and without 

adjusting the vertical wind component to impose mass-consistency after the temporal 

interpolation. The largest artificial increase in mass was 7% for case (b) and the largest decrease 

was 8% for case (c). As far as the plume trajectories are concerned, the end positions are in the 

same grid cells for all tracers after 12 h. After 24 h, the unadjusted and adjusted wind 

trajectories for case (a) still end in the same grid cell but those for other tracers differ by one 

grid cell (diagonally for case (b)). These small differences may be due to the small corrections in 

the vertical wind component for this specific case study. 

Another numerical experiment was performed by Hu and Odman (2008). Figure 3 in the original 

paper shows the tracer trajectory calculated with CMAQ with the interpolated non-mass 

conserved Met data from MM5 (in red) and the same data corrected with the inverse donor cell 

method (in black). As can be seen, trajectories differed remarkably for the conditions chosen in 

their study. Odman and Russell (2000) carried out a similar experiment simulating the transport 

and dispersion of ozone over California. Figure 4 in the original paper shows the ozone 

concentration fields when using the interpolated MM5 wind fields (not mass-consistent) and 

after adjusting the vertical wind component with different methods to achieve mass 

consistency. The plots reveal that the three adjustment methods do not significantly differ 
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among each other but the ozone concentration fields are very different from that obtained with 

the non-adjusted wind field. As can be seen from the studies highlighted in this sub-section, the 

impact of the mass-inconsistency on the dispersion depends on the meteorological conditions. 

The errors are pretty small, however, relative to the accuracy of T&D models when compared 

to tracer data, in which accuracy is often measured in the fraction of model-computed 

concentrations that are within a factor of 2 or 10 of the measurements.  

Implementation Issues. As discussed in Sections 8.1, 8.3, 8.4, and 8.5, consistency of map 

projections, vertical coordinate systems, horizontal grids, numerical schemes and time stepping 

will significantly reduce mass inconsistencies. As a first step to limit mass conservation errors, 

advection terms in all conservation equations should be written in conservative flux form (the 

velocity and variable of interest inside the spatial derivative), rather than so-called advective 

form (the velocity outside of the spatial derivative). Second, to satisfy the discrete continuity 

equation in the Eulerian T&D model, either the wind, the vertical mass flux, or density fields 

from the Met model should be adjusted before advecting the emitted substance if there is any 

spatial or temporal interpolation of the Met fields or if the Met and T&D numerical schemes are 

different. A number of adjustment methods have been proposed in the literature: 

renormalization, adjustment of the vertical flux, adjustment of the vertical wind component, 

and adjustment of the air density (see Odman and Russel, 2000; Hu et al., 2006; Sportisse et al., 

2007). The renormalization approach overlooks the non-linearity in advection schemes and 

although it maintains uniform mixing ratios, it can artificially increase or decrease pollutant 

mass, i.e., create mass-conservation errors (Odman and Russel, 2000; Hu and Odman, 2008). 

According to Hu and Odman (2008), the vertical wind adjustment method might generate 

unphysical vertical winds or change the vertical wind fields enough over complex terrain to 

cause the wind trajectories to deviate from those originally computed by the Met model. 

Odman and Russell (2000) described three possible methods to adjust the vertical wind 

component to avoid mass-consistency errors due to temporal interpolation of the Met data, 

namely (1) the inverse donor cell, (2) the inverse Bott scheme, and (3) the inverse donor cell in 

3D Russell and Lerner scheme. Byun (1999b) provides an in-depth discussion on the advantages 

and limitations of different mass correction methods for Eulerian scalar concentration 

advection-diffusion solvers and the reader is referred to this paper for details.  
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Summary. Mass consistency may be violated if the Met field must be spatially or temporally 

interpolated to the T&D advection-diffusion solver grid or if the numerical advection schemes 

are different. It has been shown that under certain conditions, these errors may lead to large 

plume transport and dispersion deviations, while under other conditions they do not. 

Furthermore, it has been shown that some methods for correction of mass inconsistencies can 

introduce other errors, e.g., vertical mass flux, and thus also lead to transport and dispersion 

errors. It is our opinion that this issue needs to be carefully considered, weighing the potential 

improvements due to ensuring mass consistency versus the potential inaccuracies introduced 

when correcting for mass inconsistencies.  

8.8 Consistency of Databases 

Is it Important? Met and T&D models require a number of common databases as input, 

including (1) land-use/land-cover (LULC), (2) topography, (3) surface roughness, (4) urban 

canopy (UCP) and forest canopy parameters, (5) soil moisture, and at the urban scale (6) 3D 

building representations. Since many Met and T&D models have been developed separately by 

different groups, there is a fair likelihood that they may use a different database for a specific 

parameter, e.g., the USGS LULC vs. the USGS NLCD database for land-use/land-cover. Whenever 

the Met and T&D models read in the same variable from different databases, there is a 

possibility that the two values will be different. How this difference will ultimately affect plume 

transport and dispersion is difficult to discern and will depend on how the sub-models use the 

data, the meteorological conditions, the length of the forecast, the type of release and other 

factors. Although it seems logical that having consistent databases would be advantageous, 

there are cases for which use of different databases by the Met and T&D models is actually 

desired. We explore these issues further below.  

Background. Both mesoscale Met and T&D models require topography and surface physical 

properties (e.g., surface roughness, albedo, emissivity, heat capacity, density, moisture content) 

as input in order to accurately predict the air flow patterns, the turbulence levels, the moisture 

distribution, and the thermodynamic state of the atmosphere, as well as to realistically 

compute plume transport and dispersion and the concentration of airborne contaminants. 

Surface physical properties are often derived from gridded land-use/land-cover databases via 

look-up tables. More sophisticated Met and T&D models may also use forest and urban canopy 

parameterizations and thus require gridded information on building and tree height, their 
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volumetric density, and other morphological characteristics. Urban-scale CFD and T&D 

modeling requires 3D building information, much higher resolution ground elevation terrain 

data, and possibly even information on tree coverage. In this sub-section, we provide an 

overview of databases for land-use/land-cover, topography, physical surface properties, and 

building and forest databases.  

LULC Databases. In this context, the term land-cover describes the vegetation, water, natural 

surface, and man-made features of the land, while land-use refers to the human activities that 

are directly related to the land. Met and T&D models use the LULC classification to assign 

specific properties to a given surface grid cell, such as the albedo, surface roughness, and 

vegetation properties (e.g., Leaf Area Index or LAI, Tree Area Index or TAI). Some of the LULC 

databases commonly adopted by Met and T&D codes are: 

• the USGS LULC database (landcover.usgs.gov); 

• the Global USGS LULC database (landcover.usgs.gov); 

• the National Land Cover Dataset – NLCD 1992, 2001, and 2006 (Vogelmann et al., 2001; 

Homer et al., 2007; Fry et al., 2011; landcover.usgs.gov/natllandcover.php); and, 

• MODIS land cover data (lpdaac.usgs.gov/products/modis_products_table/mcd12q1) in 

the IGBP land cover classification. 

Table 8-12 at the end of this sub-section shows the main features of these databases, while 

Appendix C provides a description of the LULC classes in each of the databases. 

Differences among databases lie in both the number and types of LULC classes, the data 

sources and processing methods to derive the LULC classes, their spatial resolution, their spatial 

coverage, their native map projection, and their date of capture. When coupling existing 

models in either the off-line or on-line mode, there is a good possibility that there will be 

differences in the LULC databases used by the Met and T&D model (see examples in Table 8-9). 

In addition, certain models map the data of the aforementioned databases or other more 

specialized for the area of interest into their own LULC categories and use their own values for 

the land patch properties. As an example, Figure 8.16 shows the different classes used in WRF 

and SCIPUFF. Common alternative LULC classifications are the Biosphere-Atmosphere Transfer 

Scheme, BATS (Yang and Dickinson, 1996) and the Simple Biosphere, SiB and SiB2, model 

(Sellers et al., 1986). 
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Table 8-9. LULC databases adopted by some Met and T&D models. 
Model LULC database 

COAMPS USGS 1-km global LULC database 
USGS 200-m LULC database + NLCD at 30 m resolution 
MODIS data (17 classes corresponding to the IGBP classification scheme) 

RAMS USGS 1-km global LULC database mapped into LEAF3 classes (see Walko and Tremback, 
2005) 

SCIPUFF None, it has its own classification and the user has to specify the percentage of each class for 
each grid cell 

TAPM USGS 1-km global LULC database 
CSIRO Wildlife and Ecology Categorisation 

WRF USGS 1-km global LULC database 
MODIS data (17 classes corresponding to the IGBP classification scheme) 

 

Figure 8.16. Comparison of LULC classes used by WRF and SCIPUFF. 
 

Different LULC databases have different land use categories and often have a different spatial 

distribution of like land use classes. For example, studies (e.g., McPherson and Brown, 2002; 

Hollister et al., 2004; Sarrat et al., 2006; Masson, 2006) have shown that there are often 

differences in the extent of an urban area when comparing different LULC databases (see Table 
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8-10, for example). Forested areas have also been shown to be under reported in a 

metropolitan area (Figure 8.17). A difference in the areal extent of, for example, forested and 

urban patches in the Met and T&D LULC database can cause incongruence in the way the Met 

and T&D models estimate surface roughness, drag, and thermal properties. Of course, ensuring 

that the LULC databases are consistent does not mean the Met and T&D modeling 

computations are improved; that depends on the accuracy of the underlying LULC database.  

Table 8-10. Spatial coverage differences between a metropolitan dataset and NLCD 1992 for different 
cities (McPherson et al., 2004). 

 
 

 

Figure 8.17. A comparison of the grass and forest canopy land cover coverage using (on the left) 
specialized high-resolution images and object based image analysis and (on the right) the NLCD 

canopy cover. Courtesy of Dr. Monika L. Moskal. 
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Another problem inherent with adopting different LULC databases and, consequently, land 

masks is the definition of the coastline. A land mask tells which parts of the Earth are covered 

by land (as opposed to water) and is derived from a static map using the mean water level 

without accounting for the effect of tides and other changes in water levels. Land masks are 

often derived from LULC maps to define the coastline. If the model resolution differs from that 

of the LULC database, a grid box can contain both water and land. In this case, a decision must 

be made about the threshold amount of water that is allowed in a grid box that is identified as 

land (and vice versa). 

Soil type databases are often used in conjunction with LULC databases in order to compute the 

surface energy balance and to derive soil moisture properties. The Food and Agriculture 

Organization World Reference Base (FAO WRB) for soil resources contains 26 major soil 

categories, further subdivided into 106 second-level classes. The FAO WRB version used by 

RAMS is a subset of the original database, containing soil types at 2-min resolution (~3 km). 

MM5 uses the same databases at 1-deg resolution (~100 km). Such a database might also be 

used in dust storm T&D modeling. 

Topographical Databases. Topographical databases contain gridded information on ground 

elevation and are usually measured relative to sea level. There are global topographic 

databases, and special high-resolution databases for specific regions of the world. The U.S. 

Geological Survey (USGS) maintains a large number of elevation databases, including GTOPO30 

(30 s global coverage), NED (the National Elevation Dataset at 1-sec, 1/3-sec, and in some 

regions of the U.S. 1/9-sec resolution), STRM (Shuttle Radar Topography Mission at near global 

coverage at 1-sec resolution) and GLOBE (Global Land One-kilometer Base Elevation, Hastings 

and Dunbar, 2008). The National Geospatial-intelligence Agency (NGA) maintains the Digital 

Terrain Elevation Data (DTED) global coverage at 30, 3, and 1-sec resolution (the latter two not 

publicly available, however). In collaboration, the USGS and the NGA have developed a new 

global database GMTED2010 (Global Multi-resolution Terrain Elevation Data) 30, 15, and 7.5-

sec resolution.  

Different Met and T&D models utilize different databases (Table 8-11) are able to import data 

from different databases at different resolutions. For instance, RAMS uses the USGS GTOPO30 

topography dataset at 30-sec resolution (~1 km), and 10-min resolution (~20 km). MM5 uses 

the same database at resolution of 1-deg (~110 km), 30-min (~55 km), 10-min (~20 km), 5-min 
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(~9.25 km), 2-min (~3.7 km), and 30-sec (~1 km). Harding et al. (1999) indicate the GTOPO30 

data have elevation discrepancies on the order of 10 m and that the DTED0 (30-sec) is roughly 

30 m. If the Met and T&D models adopt two different topography databases (and supposing 

they are then processed in the same way, see Section 8.9) or the same database, but at 

different resolutions, some points that are above ground for one model can end up being below 

ground for another. This will not be apparent in terrain-following coordinates, however, so this 

will not be that common. This also means that there might be mass-consistency issues and 

unrealistic wind fields especially in proximity to the surface. This is an issue at both the meso- 

and microscale. 

Table 8-11. Examples of terrain databases used by Met and T&D models 
Model Topography database 

COAMPS USGS GLOBE terrain database (www.meted.ucar.edu/nwp/pcu2/coamps/coamps4.htm) 

OMEGA Global USGS topography dataset at 5-min and 30-sec resolution 

RAMS Global USGS topography dataset at 1 and 20 km resolution (not better specified) 

SCIPUFF User provided data. 

TAPM Global USGS topography dataset at 1 km resolution (not better specified) 
Australian terrain height data at 0.3 km resolution 

WRF Global dataset at 10-min, 5-min, 2-min, and 30-sec resolution  
USGS at 1/3-sec resolution 
(www.mmm.ucar.edu/wrf/users/docs/user_guide_V3/users_guide_chap3.htm) 

 

Urban Canopy Databases. Some specialized Met and T&D models have urban canopy 

parameterizations to account for the drag and thermal effects resulting from buildings and the 

thermodynamic characteristics of cities (e.g., Brown, 2001; Martilli, 2007). Urban Canopy 

Parameters (UCP’s), i.e., building morphological parameters, are necessary input for some 

mesoscale models for parameterizing the effect of buildings on the wind flow and pollutant 

dispersion (Burian et al., 2005). Examples of UCP’s are mean building height, standard deviation 

of building height, plan-area-weighted mean building height, plan area density, and height-to-

width ratio. Although there have been a number of efforts to create UCP’s (Cionco and Ellefsen, 

1998; Ratti et al., 2002; Burian et al., 2008; Ching et al., 2009; Martilli, 2009), there has been no 

agreed upon standards and creation of databases has been piecemeal. Differences in UCP 

databases are relevant only at the mesoscale since at the microscale the buildings are resolved 

and the UCP databases are too coarse. 
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Building Databases. Geo-referenced 3D building databases are needed for high-resolution CFD 

and plume transport and dispersion modeling (see example in Figure 8.18). There are a number 

of commercial sites that sell building data and some city governments provide building data. 

NGA maintains a 3D building database for government use of many of the larger U.S. cities. 

Common formats include shapefile, CAD, and gridded formats. For urban scale applications, it is 

common for the wind solver and the T&D solver to be part of the same modeling system (either 

on-line or off-line) and hence consistency of the building database is often not a problem (e.g., 

Moussafir et al., 2004; Hanna et al., 2004). 

 

 

Figure 8.18. 3D building database with plume overlay. 

 

Surface Property Databases. Surface properties are most often derived from look-up tables 

using LULC classes. However, with the advent of numerous remote sensing technologies, many 

surface properties can be measured directly. The surface roughness length can be acquired 

from lidar flyovers (e.g., Holland et al., 2008) and synthetic aperture radar (e.g., Jeyachandran 

et al., 2010; Bechtel et al., 2011). According to Byun et al. (2011), soil moisture measurements 

can be obtained from the LandSat Thematic Mapper, Terra’s Advanced Spaceborne Thermal 

Emission and Reflection Radiometer (ASTER), the Nimbus-7 Scanning Multi-channel Microwave 

Radiometer (SMMR), Tropical Rainfall Measuring Mission (TRMM) Microwave Imager, and 

Aqua’s Advanced Microwave Scanning Radiometer (AMSR-E) (see Figure 8.19). Another 

approach consists of using large-scale models to provide soil moisture estimates to the 
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mesoscale models, e.g., the Medium Range Forecast (MRF) or the Aviation (AVN) model 

(Buckley, 2001). Surface albedo, surface emissivity, and leaf area index (LAI) is derived from the 

MODerate-resolution Imaging Spectroradiameter (MODIS) on the Terra and Aqua satellites 

(lpdaac.usgs.gov). 

 

  

Figure 8.19. On the left: example of the AMSR-E/Aqua soil moisture data (Byun et al., 2011); on the 
right: MODIS-derived albedo (source: lpdaac.usgs.gov/products). 

 

 Many of the surface properties will affect both the meteorological simulation and the transport 

and dispersion calculation. Some like soil moisture, emissivity, and albedo are crucial for 

quantifying the surface energy budget and moisture flux at the Earth’s surface and for 

generating realistic forecasts (e.g., Buckley, 2001; Pasqui et al., 2004). These parameters likely 

are less important in the T&D model, although they could alter the atmospheric stability and/or 

boundary-layer depth calculations depending on the specific nature of the T&D model 

algorithms. Met model and T&D model inconsistencies in the surface properties is more of an 

issue for mesoscale models, as most of the databases do not have enough resolution to be used 

at the microscale.  

Quantification. We have not been able to find examples in the literature for cases in which the 

Met model and T&D model use different databases, and then the databases are synchronized 

and the resulting impact on plume transport and dispersion is given. There have been 

numerous studies in which a database in a Met model (or T&D model) is changed and then the 

before and after results of the Met model (or T&D model) are evaluated. 
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An example on the influence of choosing a different LULC type for the same land grid cell is 

reported in Khan et al. (2007), where the USGS LULC database classification is compared to the 

combined USGS NLCD and a specialized Atlanta land-use database called LandPro99. Figure 

8.20 shows the LULC maps with both categorizations and a land patch that was identified as 

crops/pasture by the USGS database but is instead a medium density residential area in the 

combined NLCD and LandPro99 database is highlighted. 

 

 

Figure 8.20. Comparison of land classification with two different databases 
(adapted from Khan et al., 2007). 

 

Khan et al. (2007) found quite large differences in the PBL height (Figure 8.21) and surface 

winds (Figure 8.22) due to the different classification. This case could be emblematic of the 

adoption of different categorizations by the LULC databases used by the Met and T&D models. 

If, for instance, the PBL height is re-estimated by the T&D model instead of being read in from 

the Met output, the transport and dispersion can be computed using inconsistent values. No 

studies were carried out by Khan et al. (2007) to assess the impact of these differences on the 

transport and dispersion of passive tracers or other releases, however. 
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Figure 8.21. Nine-day mean difference in PBL heights (NLCD/LandPro99 – USGS) 
(adapted from Khan et al., 2007). 

 

 

Figure 8.22. Comparison of the nine-day mean surface winds at 7 PM showing large differences in the 
wind patterns when using (left) the USGS LULC and (right) the NLCD/LandPro99 LULC (adapted from 

Khan et al., 2007). 

 

Unfortunately, none of the examples we have provided show the true nature of the problem 

we are trying to elucidate. We have only provided differences in a Met model forecast when it 

uses different underlying databases, or in a T&D model when it uses different input databases. 

It is difficult to generalize these studies, given that the results are extremely sensitive to the 

LULC database adopted, the values used for each physical parameter, and the algorithm to 
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model the surface-atmosphere interaction. However, it is possible to expect that 

inconsistencies will arise by using different LULC databases, especially in the off-line framework 

since different parameterizations are likely to be used by the Met and T&D models for the same 

phenomenon (see Section 8.11 about this topic). 

Implementation Issues. If one wants to avoid this source of inconsistency, the Met and the T&D 

code need to be forced to adopt the same databases. Practically speaking, the Met code (being 

run first) will read in the LULC, moisture, topography and other parameters from databases and 

then these values should be passed to or shared with the T&D code. Map re-projection, 

interpolation, and averaging might be required if the database does not share the same map 

projection and grid resolution with the Met and T&D codes. The same results can be achieved 

in both a tightly-coupled off-line and on-line modeling system. 

Another issue is that Met and T&D codes often adopt “hard-wired” internal LULC classes and 

these may not be consistent between models and/or with the databases themselves. That is, 

even if the Met and T&D model use the same input database, the classes of the LULC database 

need to be mapped to (i.e., associated with) the LULC classes used internally in each code. 

Another problem with land-class mapping is that one class in one database can correspond to 

more than one class in another database. For instance, class-1 (evergreen broadleaf trees) of 

the SiB database (used by MM5 for instance) corresponds to eight different classes in the Olson 

classification scheme (e.g., see Walko and Tremback, 2005), i.e., 6-Evergreen Broadleaf Forests, 

28-Montane Tropical Forests, 29-Seasonal Tropical Forest, 33-Tropical Rainforest, 34-Tropical 

Degraded Forest, 72-Mangrove, 78-Southern Hemisphere Mixed Forest, 79-Wet Sclerophylic 

Forest. 

Another option is to adapt the T&D model to read in the necessary parameters that are derived 

from the Met model LULC scheme (e.g., surface roughness, soil moisture, Bowen ratio, physical 

properties like density, conductivity, heat capacity, etc.) rather than use its own LULC 

classification scheme. This means that effectively only one database is used and it eliminates 

some of the inconsistencies related to different interpretations of the databases by the Met 

and T&D models (see Section 8.10). SCIPUFF is an example of a model that has this option 

(Sykes et al., 2008), i.e., the values for many physical parameters derived from the MM5 or 

WRF Met model LULC schemes are passed directly to the T&D code.  
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In the future, the LULC schemes may be by-passed altogether and databases of surface 

roughness, soil moisture, etc. may be read in directly by the Met and T&D codes.  

Summary. Although it would be good practice to have consistent databases or to have the Met 

model pass all the terrain, LULC, soil, and building-related parameters directly to the T&D 

model, it is not clear how much this is an issue due to the lack of specific studies. This 

inconsistency, however relevant, is not solved automatically in an on-line system, especially for 

a system using existing codes, since the Met and T&D models can still read in their own 

databases or use their own classifications. The consistency of databases is likely more of an 

issue at the mesoscale, since many databases do not have high enough resolution to be used at 

the microscale. 
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Table 8-12. LULC databases features. 

Database USGS LULC Global USGS LULC NLCD 1992 NLCD 2001 

Acronym U.S. Geological Survey Land-Use 
Land-Cover 

Global U.S. Geological Survey 
Land-Use/Land-Cover 

National Land Cover Database 
1992 

National Land Cover Database 
2001 

Last release date 1994 2000 1992 2001 

Projection UTM Interrupted Goode homolosine 
projection based on the GRS80 

Authalic Spheroid 

Albers projection based on NAD83 Albers projection based on NAD83 

Data source Manually interpreted aerial 
photography 

AVHRR data + Chart of the World 
of the Defense Mapping Agency 

Semi-automated classification of 
remote sensing data from the 

1992 Landsat 5 Thematic Mapper 

+ Ancillary data 

Landsat 5 and 7 imagery 

+ Ancillary data 

Resolution Urban and manmade features: 10 
acres with a min width of 200 m. 

Non-urban and non-manmade 
features: 40 acres with a min width 

of 400 m 

1 km 30 m 30 m 

Land-cover classes Anderson et al. (1976) 
9-first level classes  

37-second level classes 

Derived from Anderson et al. 
(1976) 

24-first level classes 

Vogelmann et al. (1998) 
9-first level classes  

21-second level classes 

Vogelmann (2001) 
9-first level classes  

16-second level classes 
30-second level classes (including 

those specific for Alaska and C-
CAP) 
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8.9 Different Processing of the Topography Databases 

Why Important. Different Met models pre-process orographical data differently, e.g., when 

averaging the higher resolution elevation data to the Met grid resolution, applying smoothers 

to the elevation data for numerical stability purposes and/or adopting blending schemes at the 

domain boundaries (for nested domains). If the topographic database is not passed directly 

from the Met model to the T&D model, then there is a good chance that the T&D model may 

process the elevation data differently. This means that even if the Met and T&D models adopt 

the same grid spacing, map projection, and vertical coordinate systems, the wind field that is 

passed from the Met model to the T&D model may not be consistent with the T&D model 

terrain and mass-consistency issues can arise as well. This issue is expected to be relevant for 

both Eulerian and Lagrangian T&D models and at the micro- and mesoscales. The inconsistency 

can be solved in an uncomplicated manner in both on-line and off-line systems by simply 

passing the processed topographical data from the Met model to the T&D model. However, 

there are some good reasons why one might want to run the T&D model using higher 

resolution unsmoothed topography (e.g., a ravine may disappear in the smoothed Met 

topography, but if included in a dense gas T&D calculation it would result in a more accurate 

plume hazard zone). This brings up philosophical questions regarding the consistency between 

models, the physicality of the solution, and the overall accuracy of the plume calculation. We 

provide further discussion on these issues below. 

Background. Met codes typically need to average the higher resolution elevation data to the 

coarser Met grid cell resolution. Additionally, some Met codes smooth the orography further to 

avoid the creation of spurious energy. In fact, a disturbance of the order of the grid spacing will 

cause waves in the solution of the same length. These waves will interact with longer waves 

creating waves that cannot be resolved by the grid (i.e., smaller than twice the grid spacing) and 

that are consequently misinterpreted by the code (aliasing) and seen as longer waves (Pielke, 

1984). The topography is therefore smoothed to avoid the creation of such waves. Different 

models adopt different methodologies to smooth the orography, while others do no smoothing 

and try to deal with the issue through the numerical scheme. In addition, orography blending at 

the domain boundaries is usually employed by Met models in the case of nested domains in 

order to avoid discontinuity between the parent and nested domain. 
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Many Lagrangian and Eulerian T&D codes expect a topography input file and seldom smooth 

the topography internally in the code. If the T&D code is part of a coupled modeling system, 

either in the off-line or on-line mode, it is likely that the Met and T&D models share the same 

processed topographical input file but not a certainty. If the T&D code imports the raw 

elevation data itself (e.g., USGS GTOPO30), then there is a good chance that the manner in 

which it processes the topographical data will be different than the Met code. When the T&D 

code utilizes the Met wind fields, it will not be consistent with the T&D model topography and 

may result in subtle mass conservation issues. For instance, in terrain-following coordinates the 

wind components estimated with the Met model will be placed at the wrong height in the T&D 

model if the terrain elevation differs between them. For non-terrain following models, non-zero 

wind components may appear for points below ground in the T&D model because of a higher 

terrain elevation. 

There are some cases in which one could argue that a better solution would be obtained if the 

T&D model used a higher resolution topographical database. This stems from mesoscale Met 

codes typically being run at kilometer or more horizontal grid resolution, but many plume 

transport and dispersion applications requiring answers at ranging from the sub-kilometer scale 

out to many kilometers. There are some specific release types that are very sensitive to the 

sub-kilometer topography, including toxic industrial chemical dense gas releases and liquid 

pools that will follow the local topography and drain into low lying areas. Some Eulerian and 

Lagrangian T&D models have the capability of accounting for this gravity-induced flow caused 

by terrain slopes (e.g., SCIPUFF, Sykes et al., 2008; TWODEE-2, Folch et al., 2009). Although local 

ravines and hills that are sub-grid scale relative to the Met model grid size can also channel and 

alter the transport direction of neutrally-buoyant releases, the wind field produced by the Met 

model will not reflect these sub-grid effects.  

Quantification. We could not find studies that explicitly looked at utilization of different 

elevation grids in the Met and T&D model and then subsequently used the exact same 

elevation grids to quantify the difference in the plume transport and dispersion. As a starting 

point, we will show how much variability in the gridded elevation field can be obtained with 

different methods of averaging and smoothing. We then discuss several studies that evaluated 

the differences in the wind fields produced using different elevation fields acquired with 

different ways of averaging and smoothing the raw elevation data. This still is not quite what 
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we are looking for, so at the end of this section, we show some calculations that we performed 

with the HOTMAC-RAPTAD mesoscale T&D modeling system to address this issue specifically.  

The terrain processor in the CWRF (WRF adapted to climate studies) includes three ways to 

manipulate the raw topography data: (1) conventional averaging that conserves the total 

terrain volume above sea level, but usually lowers the barrier height, (2) silhouette averaging 

that maintains the effective mean barrier height, but adds mass by filling in valleys (creating a 

so-called envelope topography), and (3) an averaging scheme to produce an envelope 

topography that preserves both barrier heights and valley depths, leading to the steepest 

topography while still filtering the shortest wavelengths. The terrain preprocessor also carries 

out a blending of the terrain in the buffer zone between the finer scale inner grid and the 

coarser scale outer grid using three methods that differ in the smoothness of the transition. 

These techniques are combined with another method to create smoothed topography that 

involves mapping the terrain onto a coarser resolution grid and then interpolating it onto the 

CWRF grid. The difference in resolution between the coarse and CWRF grid determines the 

degree of smoothing. Liang et al. (2005) found that the CWRF computed meteorological fields 

are sensitive to the chosen smoothing and blending methods. For instance, Figure 8.23 shows 

the differences in terrain height obtained with three different smoothing methods starting from 

a 1 km nominal cell size Digital Elevation Model (DEM). Results are shown for a particular slice 

of the domain. The largest difference is at x = 2,500 km, where the terrain elevation computed 

with the Shapiro and Barnes methods are ~2,050 m and 1,700 m, respectively. 

 
Figure 8.23. Topographical height obtained with different filtering methods adopted by CWRF starting 

from 1 km resolution DEM (adapted from Liang et al., 2005). 
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Smart et al. (2004) showed that the terrain produced with the different algorithms in CWRF can 

differ quite a lot in both the maximum and average terrain height. For the considered area in 

the northeast of the U.S., the maximum terrain elevation ranged from 965 to 1,535 m, whereas 

the average ranged from 300 to 510 m (see Figure 8.24). 

 

Figure 8.24. Maximum and average terrain height obtained by varying the parameters TOPTWVL and 
SILAVWT that control the terrain averaging schemes (adapted from Smart et al., 2004). 

 

Hong and Juang (1998) investigated the differences in weather forecasts when using different 

algorithms to carry out the orography blending at the domain boundaries. In their numerical 

experiments, they considered the period of the summer monsoon over the Korean peninsula. 

The model integration spanned one month starting at 0000 UTC 1 July 1987. The area was 

chosen because of the very steep orography near the western sides of the lateral boundary of 

the integration domain. It was in fact observed that the implemented blending method caused 

a long-term drift between the solutions of the coarse and nested domains.  

Since we were not able to find any studies analyzing the differences in plume transport paths 

due to differences in the terrain-averaging methods, we performed numerical experiments to 

quantify the importance of this issue. We ran HOTMAC and RAPTAD (Niccum et al., 1987; 

Yamada et al., 1987) in a tightly-coupled off-line fashion, the codes sharing the same map 

projection, grid spacing, vertical coordinate, and databases. The domain was centered on San 

Francisco because of its complex topography and sea-land breeze potential and the 

meteorological calculations were run on three nested grids (Table 8-13). The simulation began 

at 4 PM PST on March 15, 2011 with prevailing winds from the south and HOTMAC fields were 
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output every hour. RAPTAD was set up for a continuous release of 100 g/s starting at 6 AM the 

following day and lasting 8 hours.  

Table 8-13. Grid used in the HOTMAC-RAPTAD simulations. 

Grid UTM SW corner 
[km] 

nx×ny 
No. of Grid Cells 

Cell size  
[km] 

#1 (396,3834) 32×34 18 

#2 (450,4032) 45×57 6  

#3 (504,4122) 81×72 2 

 

The meteorology and the plume transport and dispersion were calculated on both the original 

terrain and its smoothed version obtained with three passes of a band smoother. Figure 8.25 

shows the difference in terrain height between the two cases. In the vicinity of mountains, the 

height difference ranges between 100 and 200 m in many locations, but differences of up to 

400 m can be reached. 

 

Figure 8.25. The difference in height between the original and smoothed topography on the inner grid. 
The contour lines report the elevation of the unsmoothed topography. 

 

Ten different inland source locations were tested: the first four sources were placed in locations 

in which there were large differences in the computed winds for the original and smoothed 
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topography meteorological simulations. The remaining six sources were distributed randomly 

on the domain (see Figure 8.26). 

 

Figure 8.26. Position of ten different sources in the inner grid. 
 

Figure 8.27 shows the relative difference in the east-west (u), north-south (v), and vertical (w) 

components of wind field averaged over the entire surface layer of the inner grid. As can be 

seen, the differences in orography have resulted in fairly large differences in the wind fields. 

 

 

Figure 8.27. Evolution in time of the average relative difference between the smoothed and non-
smoothed topography in the three wind components for the surface layer in the inner grid. 
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The influence of the different terrain smoothing schemes adopted by Met and T&D models on 

the final plume transport and dispersion prediction is difficult to generalize, being dependent 

on the methods used and the meteorological conditions of the period under consideration. 

Nonetheless, for each source, we compared the plumes computed using the original and the 

smoothed terrain with two statistics: the percentage of plume overlap and the fraction of 

points with dosages within a factor of two, five, and ten. The plume overlap is calculated as the 

ratio of the area of overlap between the plumes dispersing over the original and smoothed 

terrain to the total area of the plume over the original terrain. The plume overlap was 

computed for high, medium, and low dosage areas and the specific values were chosen at each 

time interval such that the plume dosage contour extended 10%, 50%, and 90% of the total 

plume length, respectively. The plume overlap statistic provides a measure of the congruency 

of the plume paths over the original and smoothed terrain and indicates if the hazard area is 

still identified correctly. The second indicator, the fraction of points within a certain factor, is a 

point-by-point comparison instead. 

Figure 8.28 shows that the plume paths – on average – are similar for both the original and 

smoothed terrain cases, with an average plume overlap above 90%. The minimum values of the 

plume overlap are 66.7%, 89.8%, and 85.7% for high, medium, and low dosages, respectively, 

indicating that for some sources there was a significant deviation in the plume path over the 

smoothed terrain. The point-by-point comparison shows about 80% of the computed dosages 

are within a factor of two, while greater than 95% are within a factor of 10. For these cases, the 

plume T&D was not significantly altered by the topographical smoothing on average.  

  

Figure 8.28. Comparison of the plume T&D over the original and the smoothed terrain. 
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Implementation Issues. To avoid this possible source of inconsistency, the Met and the T&D 

codes not only need to adopt the same map projection, grid spacing, vertical coordinate 

system, and topographic database, but also to process the topographical data in the same way 

(or alternatively share the processed topographic data between the Met and T&D data). In fact, 

if any one of these factors differs, the terrain will be different between the Met and T&D 

models. As pointed out in previous sections, having consistent map projection, grid spacing, 

vertical coordinate system, and topography may lead to notable code rewriting. This issue can 

be solved by both the tightly-coupled off-line and on-line modeling systems even though it will 

be easier to have consistent topography in an on-line system where data are shared rather than 

maintain two different terrain processors to be the same (especially if the Met and the T&D 

codes belong to two independent groups). In loosely-coupled systems, especially in the case of 

Eulerian T&D models, mass-consistency should be imposed when the wind field is imported if 

the Met and T&D models do not have consistent topography in order to avoid spurious sources 

or sinks of mass. 

Summary. Even when Met and T&D models use the same topographical database, terrain 

elevation can differ substantially between the Met and T&D models when different 

interpolators and smoothers are applied. Some Met models internally smooth topography in 

order to obtain stable solutions. Off-line plume codes may use unsmoothed topography and 

when importing the Met model computed wind fields, there may be an inconsistency between 

the terrain and the winds – especially in mountainous regions – resulting in mass-consistency 

issues. This is an issue for both off-line and on-line systems, and is more marked for Eulerian 

models in which a mass inconsistency in the wind fields results in a sink or source of mass in the 

plume T&D. No quantification of the impact of this inconsistency on the plume T&D were found 

in the literature.  

8.10 Different Interpretation of Land-Use/Land-Cover Databases 

Why Important. Even if Met and T&D codes use the same land-use database, they could still 

interpret the surface physical properties of a land-use/land-cover class differently. That is, each 

model must assign a set of properties (e.g., roughness length, albedo, emissivity, density, 

thermal conductivity, heat capacity, Bowen ratio) to the LULC class. In the Met model, these 

surface properties are then used in the surface energy budget and provide boundary conditions 

to the momentum, heat, and moisture conservation equations. Depending on the T&D model, 
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these surface properties could be used in the calculation of turbulence parameters, plume 

spread, atmospheric stability, and boundary-layer depth, for example. If the Met and T&D 

model assign different properties to a given land-class, then there can be inconsistencies in the 

computed outputs and hence the perceived state of the atmosphere in each model. Ensuring 

that the properties for identical land-classes are the same in the Met and T&D model does not 

mean that the modeling system will get a better answer, however, it just signifies that the 

computed fields were driven with consistent surface properties (not necessarily the correct 

surface properties). 

Another issue is related to how models “average” the higher resolution land-class grids to the 

coarser resolution Met and T&D grid cells. Assuming that the Met and the T&D models adopt 

the same map projection, grid spacing, and LULC database, if the two models do not adopt the 

same technique to aggregate the LULC data to the model grid resolution, different LULC classes 

could be assigned to the same grid cell. For example, some models assign a single LULC class to 

the model grid cell based on the class that covers the most area within the grid cell, while 

others assign multiple land-classes to a given grid cell and apportion by the fraction of area 

covered by each LULC class. This inconsistency is expected to be more relevant for mesoscale 

modeling than for microscale studies because of the typical resolution of the databases (see 

Section 8.8). Note that similar issues will also be found with soil classification databases, and 

the effect will depend on how these databases are used in the Met and T&D model.  

Background. There is no correct way to assign surface properties to LULC classes, since class 

types are broad and somewhat ambiguous. Two separate regions on a map defined as “urban” 

land use in a database, for instance, could have very different building heights and different 

fractions of concrete, asphalt, and lawns. The former would equate to the two regions having 

very different surface roughness and the latter would mean different surface albedos, heat 

capacity, emissivity, and density. The model, however, can assign only one value for each of the 

surface properties for the urban land class. Since there are no agreed upon values, it is 

expected that different models will have different surface properties for the same LULC classes.  

In regards to the issue of aggregation, the Met and the T&D models are likely to have a 

different resolution than the adopted LULC (or for that matter, soil texture, surface moisture, 

and other databases that might be used directly by both the Met and T&D model), so that the 

LULC data need to be aggregated in some way. Jacobson (2001) gives two possible approaches: 
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(1) adopting the prevalent value, e.g., the dominant LULC category, or (2) keeping track of the 

area associated with each LULC class and carrying out an area-weighted average on the surface 

properties. Both techniques present some drawbacks. The first approach does not account for 

the minority classes, whereas with the second method it is unclear if it is correct to perform the 

averaging on the surface properties, or rather should it be performed on the equations in which 

the surface properties are inputs. According to Jacobson (2001), a possible improvement can be 

obtained by calculating prognostic and diagnostic variables for each terrain patch in a model 

grid cell and, then, averaging the computed variables such as the ground temperatures and 

fluxes instead of averaging the surface properties. 

Models handle aggregation differently. For instance, the RAMS and MM5 mesoscale Met 

models assign the prevalent value to the whole cell. The SCIPUFF T&D code adopts the same 

approach if the predominant class occupies more than 50% of the area of the cell. Otherwise, 

the original 28 classes are re-grouped in five “superclasses” and the prevalent value is assigned 

to the whole cell. The HOTMAC mesoscale Met code, on the other hand, has an option for 

assigning multiple classes to a grid cell and then computes average surface properties for each 

grid cell by using area-based weighting. 

Quantification. A universal quantification of the sensitivity of plume transport and dispersion to 

the Met and T&D models specifying different properties for a land class or aggregating the 

classes differently would be very difficult due to the many degrees of freedom of the problem. 

The impact of the Met and T&D model associating different surface properties to the same land 

class depends on the specific properties assigned to the land class, how the surface properties 

are used in the Met and T&D models, how the land classes are distributed in space, and the 

conditions of the atmosphere. The impact of aggregation will be dependent on all of the 

preceding plus the adopted database, the Met model and T&D model grid size, and the specific 

algorithms used to aggregate the gridded data.  

An example of a Met model and a T&D model adopting the same LULC classification but 

associating different values for surface physical properties is MM5 and SCIPUFF. MM5 uses the 

Global USGS LULC categorization (Dudhia et al., 2005) and SCIPUFF adopts a nearly identical 

categorization with the exception of two missing LULC classes (Sykes et al., 2008). Table 8-14 

shows the different roughness lengths assigned by MM5 and SCIPUFF for each of the LULC 

classes that they use for summertime values. The surface roughness used by the two models 
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for the same categories show differences ranging from -300 to +100% for the majority of the 

cases, with a few greater than 1000%. It is likely that the differences simply result from 

different sources being used to obtain the roughness data, as well as the model developers 

interpreting land classes slightly differently. For example, the interpretation of a “developed” 

land class might range from a 1-2 story suburban area to a central business district with 100 m 

tall buildings. Surface roughness influences the wind speed, the turbulence intensity, and 

atmospheric stability, for example, and will impact the Met and T&D model simulations, but in 

different ways depending on the nature of the model algorithms and parameterization 

schemes.  

 

Table 8-14. Comparison of MM5 and SCIPUFF values for the summer roughness length. 
The relative difference is expressed as (MM5-SCIPUFF) / min(MM5,SCIPUFF). 

LULC classes MM5 summer 
z0 [m] 

SCIPUFF 
summer z0 

[m] 

Differences 
(MM5-SCIPUFF) 

[m] 

Differences  
[%] 

1=Developed 0.80 2.00 -1.20 -150 

2=Dry Cropland & Pasture 0.15 0.01 0.14 +1,400 

3=Irrigated Cropland 0.15 0.10 0.05 +50 

5=Cropland/Grassland 0.14 0.10 0.04 +40 

6=Cropland/Woodland 0.20 0.30 -0.10 -50 

7=Grassland 0.12 0.10 0.02 +20 

8=Shrubland 0.10 0.20 -0.10 -100 

9=Shrubland/Grassland 0.11 0.15 -0.04 -36 

10=Savanna 0.15 0.10 0.05 50 

11=Deciduous Broadleaf Forest 0.50 2.00 -1.50 -300 

12=Deciduous Needleleaf Forest 0.50 2.00 -1.50 -300 

13=Evergreen Broadleaf Forest 0.50 2.00 -1.50 -300 

14=Evergreen Needleleaf Forest 0.50 2.00 -1.50 -300 

15=Mixed Forest 0.50 2.00 -1.50 -300 

16=Water 1×10-4 1×10-4 0.00 +0 

17=Herbaceous Wetland 0.20 0.10 0.10 +100 

18=Wooded Wetland 0.40 1.00 -0.60 -150 

19=Barren 0.10 1×10-3 0.10 +1×104 

20=Herbaceous Tundra 0.10 0.01 0.09 +900 

21=Wooded Tundra 0.30 0.30 0.00 +0 

22=Mixed Tundra 0.15 0.10 0.05 +50 

23=Bare Tundra 0.10 1.00E-03 0.10 +1×104 

24=Snow or Ice 0.80 1.00E-04 0.05 +5×104 
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The Bowen number, the ratio of sensible to latent heat flux, is another surface property that 

can range widely for a given land class among Met and T&D models. For example, in the 

HOTMAC mesoscale code, the Bowen ratio for forest vegetation is 0.5 and desert scrubland is 

2.5. The SCIPUFF T&D code, on the other hand, has a Bowen ratio for forest vegetation that 

ranges from 0.3 to 1.5 and for desert shrubland ranging from 3.0 to 6.0 depending on the 

season. The Bowen ratio is used in many mesoscale codes in the surface energy budget to 

partition the long-wave energy into evaporating the moisture (latent heating) and heating the 

air (sensible heating). More soil moisture, for example, will reduce the growth rate and final 

height of the boundary layer, for example. Some T&D models compute their own 

boundary-layer depth. In the SCIPUFF code, there is an option to compute the boundary-layer 

depth internally. The rate of growth is a linear function of the surface heat flux, which is linearly 

related to the Bowen ratio. The Met and T&D models could therefore have very different 

boundary-layer depths if using different Bowen ratios. Figure 8.29 shows that the PBL depth 

computed with the SCIPUFF scheme using different Bowen ratios diverges with time and, for 

instance, at noon it ranges from 1,060 to 1,490 m, i.e., a difference of 330 m. The maximum 

difference later in the day is even more pronounced (i.e., 610 m). 

 

 

Figure 8.29. SCIPUFF-computed PBL growth during daytime for Bowen ratios ranging from 0.5 to 2. 
The trend is representative of a city at New York latitude (40°N), for a clear mid-June sky, with a 

minimum PBL depth at nighttime of 200 m and friction velocity of 0.2 m/s. 
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As shown in the Figure 8.30, there are three basic modeling configurations to compare in order 

to assess the impact of inconsistent specification of the surface properties on the transport and 

dispersion of the plume: the case for which the Met and T&D model specify a land class surface 

property differently, the case in which the Met model land class surface property is changed to 

match the T&D model, and the case in which the surface property is changed in the T&D model 

to match the Met model. 

 

 

Figure 8.30. Modeling configurations to test the impact of using different values of physical surface 
properties (in this case, surface roughness) in the Met and T&D model for the same LULC type (in this 

case, dry cropland and pasture). 

 

Since we were not able to find any studies that looked at how the different interpretation of 

the LULC classes by the Met and T&D model affected the transport and dispersion of airborne 

contaminants, we used the QUIC modeling system to do this for an idealized test case using the 

different surface roughness values specified by MM5 and SCIPUFF for “dry cropland and 

pasture” from Table 8-14 above. For the case with inconsistent surface properties, we used the 

QUIC-URB wind solver to produce a neutral stability logarithmic profile with a wind speed of 

5 m/s at 10 m over a flat surface with z0 = 0.15 m and the QUIC Lagrangian random-walk T&D 

model to simulate a near-surface release with z0 = 0.01 m. To create the consistent surface 

properties case via modification of the Met model, the QUIC wind solver was then re-run under 

identical conditions but with z0 = 0.01 m and the QUIC T&D model was re-run with all the same 

parameters except using the newly computed wind field. Figure 8.31 shows significant 

differences between the two cases in the amount of lateral and vertical plume spread. Even 
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though the roughness length specified within the T&D model was identical in both cases, the 

T&D model produced more vertical and lateral mixing in the case with the Met model z0 = 

0.15 m. This is because the QUIC T&D model computes the turbulence field using the gradients 

in the computed wind profile, and a larger roughness length combined with the fixed 5 m/s 

wind speed at 10 m agl results in a larger friction velocity. A third case in which the surface 

properties were made consistent by changing the T&D model roughness length to 0.15 m 

resulted in virtually no difference in comparison to the base case. It should be emphasized that 

these results are for a specific case and a specific modeling system and should not be 

interpreted as representative of all cases.  

 

 

 

Figure 8.31. Impact of inconsistent specification of surface physical properties for the same land class 
on plume mixing (see text for description). Plan view of the concentration field at ground level (on the 

left) and lateral view of the concentration field through the source location, represented with a red 
asterisk (on the right). 

 

Implementation Issues. Due to the range of legitimate variation in the surface properties of a 

land-class type, it is felt that ensuring consistency between the Met and T&D model is a low 

priority since making the surface properties identical does not equate to a more accurate 

plume dispersion calculation. If one still wants to ensure consistency in how the LULC database 

is used by the Met and T&D models, the models need to aggregate them in a consistent way 

and specify identical properties to each land-class. In the former case, the aggregation would 

ideally be performed once and the resultant gridded LULC data shared between models. In the 
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latter case, the properties associated with land classes would need to be modified in each of 

the models to be the same. No matter how it is done, it implies that either the Met or the T&D 

model will need some rewriting to create a tightly-coupled off-line system or tightly-coupled 

on-line system when coupling existing Met and T&D codes. Therefore, the two different 

development teams will need to share and implement the same algorithms and maintain them 

accordingly and in a timely manner. 

Summary. We were not able to find studies that quantified the differences in plume transport 

and dispersion when the Met and T&D model either aggregated the same input LULC database 

differently or for the case when they specified different properties for the same land-class type. 

It is true that different models specify the properties differently and aggregate the LULC data 

differently. However, due to the uncertainty in how to specify the surface properties for a given 

land-class type, the potential affect, if any, on plume transport and dispersion would be within 

the range of uncertainty implied by the surface property uncertainty. We think ensuring 

consistency is a low priority issue, unless one can show that one model is interpreting the 

databases incorrectly. 

8.11 Consistent Surface-Layer Parameterizations 

Is It Important? Met and T&D models utilize surface-layer similarity parameterizations to define 

turbulence scaling parameters for the atmospheric boundary layer, to provide surface 

boundary conditions for turbulence and meteorological variables and in many cases to specify 

the turbulent mixing properties of the plume. In many coupled Met and T&D models, the same 

variable calculated in the Met model is re-calculated in the T&D model. If different 

parameterizations are used for the same quantity, different values can be computed. However, 

even if the values are made consistent between the Met and T&D models, it does not mean 

that the plume transport and dispersion calculation will necessarily be more accurate. That is, 

there is enough uncertainty in the underlying surface-layer parameterizations that selection of 

one scheme over another does not guarantee a better solution.  

Background. If the Met and the T&D codes have been developed independently, physical 

parameterizations for such quantities as the friction velocity, Monin-Obukhov length, and the 

near-ground wind profile formula may differ. Most Met models use a surface layer 

parameterization to relate mean quantities to vertical fluxes of turbulence near the surface due 

to poor vertical resolution there. Many start with Monin-Obukhov similarity relations for the 
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mean velocity, potential temperature, and the water vapor mixing ratio gradients that are 

based on dimensional analysis (e.g., Arya, 1999): 
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where ,  is the friction velocity,  is the temperature scale,  is the humidity scale,  is 

the von Karman constant, and the ϕ are functions of the height z and the Obukhov length L. 

Integrating over height z, one can specify the surface boundary conditions for the turbulent 

momentum flux , the sensible heat flux , and the latent heat flux , e.g., Beljaars and 

Holtslag (1991), 

  (7) 

  (8) 

  (9) 

where  is the latent heat of vaporization,  is the air density,  is the specific heat,  is the 

height of the first model level, z0M, z0H, and z0q are the roughness lengths for momentum, heat, 

and humidity, respectively, θs and qs are the potential temperature and humidity at their 

respective surface roughness length height, and the ψ are atmospheric stability correction 

terms obtained by integrating the function  over non-dimensional height ζ = z/L (e.g., 

Panofsky, 1963): 

  (10) 

In Eulerian and Lagrangian T&D models, the friction velocity U* and temperature scale θ* are 

often used to specify turbulent mixing parameters (e.g., plume diffusivities, normal and shear 
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stresses, stability-dependent diffusivity corrections) and along with q* to help diagnose the 

boundary-layer depth in some cases. Because the surface moisture is often difficult to 

determine, some models use the Bowen ratio B to determine the latent heat flux from the 

sensible heat flux. The underlying roughness length parameters, stability functions, Obukhov 

length, and Bowen ratio need to be specified in order to compute the turbulent velocity, 

temperature, and humidity scales. If the Met and T&D models specify them differently, then 

there will be an inconsistency between the turbulence scales and hence a potential conflict in 

how each model views the state of the surface layer turbulence.  

Quantification. The profile method uses the surface layer laws deduced from the Monin-

Obukhov similarity theory in order to determine the fluxes of sensible heat and momentum on 

the basis of differences of wind and temperature between two different levels. This means that 

depending on the universal profiles for wind and temperature chosen as well as the value of 

the constants used in those equations, the terms in the aforementioned equation will have 

different magnitude. We will illustrate below that there is considerable variability in the forms 

of the equations and constants; the variability most likely stemming from the use of distinct 

field experiment data, scatter in the data, different fitting methods, and limitations of M-O 

similarity theory.  

For the momentum profile function, Hogstrom (1988) found: 

  (11) 

and for the heat profile function: 

  (12) 

The Businger-Dyer relations, on the other hand, are similar in form, but have different 

constants (e.g., Arya, 1999):  

𝜙𝐻 = 𝜙𝑀2 = (1 − 15𝜁)−1/2  − 5 <  𝜁 < 0 

𝜙𝐻 = 𝜙𝑀 = (1 + 5𝜁)  0 ≤  𝜁 < 1 

Table 8-15 and Table 8-16 show different  functional forms found in the literature by Yaglom 

(1977).  

( )
061
03.191 41

>+=
<−=

Μ

−
Μ

ζζφ
ζζφ

( )
08.795.0
06.11195.0 21

>+=
<−= −

ζζφ
ζζφ

H

H

φ



 

 

194 

 Table 8-15. Different forms of the momentum profile function assuming that the von Karman 
constant value is 0.4 (see references in Yaglom, 1977). 

# Author(s) Unstable conditions  

A Swinbank (1968) ( ) ( ) 2.0613.0 −
Μ −= ζζφ  

1.02 −≤≤− ζ
 

B 
Dyer and Hicks (1970), Paulson (1970), 
Kondo (see Yamamoto, 1975) ( ) ( ) 414.16198.0 −

Μ −= ζζφ  
02 ≤≤− ζ

 

C Businger et al. (1971) ( ) ( ) 411.13114.1 −
Μ −= ζζφ  

02 ≤≤− ζ  

D Zilitinkevich and Chalikov (1973) 
( ) ( )
( ) ( )ζζφ

ζζφ
56.1193.0

38.0 31

+=
−=

Μ

−
Μ

 
015.0

15.02.1
≤≤−
−≤≤−

ζ
ζ

 

E Pruitt et al. (1973) ( ) ( ) 31Ri16195.0Ri −
Μ −=φ  

0Ri5.3 ≤≤−  
 Author(s) Stable conditions  

F Webb (1970) ( ) ( )ζζφ 33.5198.0 +=Μ  
10 ≤≤ ζ  

G Kondo (see Yamamoto, 1975) 
( )
( ) ζζφ

ζζφ

8.221

61

+=

+=

Μ

Μ

 
3.0

3.00
>

≤≤
ζ

ζ

 

H Businger et al. (1971) ( ) ( )ζζφ 1.4114.1 +=Μ  
10 ≤≤ ζ  

I Zilitinkevich and Chalikov (1968a) ( ) ( )ζζφ 6.10193.0 +=Μ  
4.00 ≤≤ ζ

 

L Pruitt et al. (1973) ( ) ( ) 31Ri16195.0Ri +=Μφ  3.0Ri0 ≤≤  

M 
McVehil (1964), Chalikov (1968), 
Badgley et al. (1972) 

( ) ζζφ 71 +=Μ  
Not provided 

 
Table 8-16. Different forms of the heat profile function assuming that the von Karman constant value 

is 0.4 (see references in Yaglom, 1977). 
# Author(s) Unstable conditions  

A Swinbank (1968) ( ) ( ) 44.0227.0 −−= ζζφH  
1.02 −≤≤− ζ

 

B 
Dyer and Hicks (1970), Paulson (1970), 
Kondo (see Yamamoto, 1975) ( ) ( ) 214.16198.0 −−= ζζφH  

02 ≤≤− ζ
 

C Businger et al. (1971) ( ) ( ) 219.7184.0 −−= ζζφH  
02 ≤≤− ζ  

D Zilitinkevich and Chalikov (1973) 
( ) ( )
( ) ( )ζζφ

ζζφ
56.1193.0

38.0 31

+=
−= −

H

H

 
015.0
0152.1

≤≤−
−≤≤−

ζ
ζ

 

E Pruitt et al. (1973) ( ) ( ) 4.0Ri22184.0Ri −−=Hψ  
0Ri5.3 ≤≤−  

 Author(s) Stable conditions  

F Webb (1970), Chalikov (1968) ( ) ( )ζζφ 33.5198.0 +=H  
10 ≤≤ ζ  

G Kondo (see Yamamoto, 1975) 
( )
( ) ζζφ

ζζφ

8.221

61

+=

+=

H

H

 
3.0

3.00
>

≤≤
ζ

ζ
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H Businger et al. (1971) ( ) ( )ζζφ 1.474.014.1 +=H  
10 ≤≤ ζ  

I Zilitinkevich and Chalikov (1968a) ( ) ( )ζζφ 6.10193.0 +=H  
4.00 ≤≤ ζ  

L Pruitt et al. (1973) ( ) ( ) 4.0Ri34184.0Ri +=Hφ  3.0Ri0 ≤≤  

M Badgley et al. (1972) ( ) ζζφ 71 +=H  
Not provided 

 

Beljaars and Holtslag (1991) suggested the following forms for the stability function ψ , for 

unstable conditions: 

 
( )[ ] ( )[ ] ( )
( )[ ]21ln2

2tana221ln21ln2
2

2

x
xxx

H +=

+−+++=Μ

ψ

πψ
 (13) 

with ( ) 25.0161 ζ−=x  and for stable conditions: 

 5.005 <<−==Μ ζζψψ H  (14) 

Mascart et al. (1995) used a slightly different value for the constant under stable conditions, 

i.e., 4.7 instead of 5. Holtslag and De Bruin (1988) derived the following correlation for stable 

conditions: 

 ( )
d
cbd

d
cbaH +−






 −+=−=− Μ ζζζψψ exp  (15) 

with 7.0=a , 75.0=b , 5=c , and 35.0=d . Figure 8.32 plots the stability functions for 

momentum and heat described in this section and shows the variation with respect to z/L. 

Considerably more variability is seen under stable conditions, and for ψM the curves bifurcate 

into two distinct solutions. Looking at eqns. (7) and (8), these differences can significantly alter 

the computed surface layer turbulence, and thus can alter plume transport and dispersion. 

However, it is not clear what scheme or set of constants results in the most accurate turbulence 

calculation, hence ensuring consistency of schemes between the Met and T&D model does not 

translate to having a more accurate plume transport and dispersion calculation.  
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Figure 8.32. Comparison of the trend of the stability functions for momentum (on the left) and heat 
(on the right). See Table 8-15 and Table 8-16 for the legend. “B&H” refers to Beljaars and Holtslag 

(1991) correlations, “Hogstrom” refers to Hogstrom (1988) correlations, and “H&dB” refers to Holtslag 
and De Bruin (1988) correlations. 

An often-overlooked variable, the surface roughness length for heat , is important in 

determining the magnitude of the heat flux at the surface (see Eqn. (8)). There is much 

variability in how it is specified. For instance, a number of models set  equal to  the 

roughness length for momentum, e.g., MM5, SCIPUFF. WRF has several surface layer scheme 

options, including the MM5 scheme in which there is no distinction between  and , the 

PX LSM scheme where  (Pleim, 2006), and the Eta over-land scheme in which 

 where  is the minimum friction velocity and  is a 

dimensionless constant (Zilitinkevich, 1995) and over water the scheme by Janjic (1994) is 

adopted. COAMPS also adopts different schemes over land and water using and 

𝑧0𝐻 = 4.92 × 10−8(𝑧0𝑀𝑈∗)−0.63, respectively (Liou, 2007). Beljaars and Holtslag (1991) found 

that  for homogeneous vegetated surfaces and  for a 

grassland site interrupted by narrow ditches, while Garratt (1978) reports  for 

homogeneous vegetated surfaces. Mascart et al. (1995) indicate that the ratio typically 

ranges from 1 to 10 in the literature, but values larger than 200 can be found over complex 

topography. The typical variation in the roughness length for heat can result in a factor of 2 to 3 

difference in the calculated sensible heat flux. This can affect atmospheric stability, boundary-

layer growth, and mixing of the plume. A Met and T&D code using different values will 
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interpret the state of the atmosphere differently. But ensuring consistency will not necessarily 

improve plume transport and dispersion calculations because of the uncertainty in the variable 

itself.  

A number of other parameters used to specify surface boundary conditions and turbulence 

scaling parameters are also computed differently and the best approach is uncertain and/or 

constants in the equations are different. To compute the latent heat flux, for example, one can 

use Eqn. 9 derived from M-O similarity (the so-called aerodynamic method) or from the Bowen 

ratio, the ratio of sensible heat flux to latent heat flux (e.g., Halliwell and Rouse, 1989; Arya, 

1999). The Bowen ratio is used to partition the available energy at the surface into heating of 

the air versus the heating of moisture and is typically computed according to Priestly and Taylor 

(1972) or the simplified approach of Monteith (1981). In the former, terms like aerodynamic 

resistance and saturation vapor pressure are required, while heat capacity, latent heat of 

vaporization, and the slope of the saturation specific humidity curve are required in both cases. 

Both methods require the net radiation at the surface and the heat flux into the ground. Most 

mesoscale models solve a surface energy budget equation and a long-wave/short-wave 

radiation balance to obtain these terms. Schemes with different levels of complexity are used 

by different models to solve the surface energy budget and radiation balance equations. For 

example, surface energy budget schemes range from 2D finite difference equations with 

different numbers of soil layers, methods using one or two layers with spring constants, and 

other bulk methods. These schemes also introduce numerous new parameters, like soil density 

heat capacity, conductivity, and deep temperature that are uncertain. Many stand-alone T&D 

models may use a more simplified approach and just specify a value for the Bowen ratio 

dependent on land-use/land-cover. In any case, there are many different approaches to 

partition energy into sensible and latent heat fluxes, and thus there is a good chance of having 

inconsistent approaches when coupling existing Met and T&D models. However, as indicated 

earlier, it is not clear what approaches are “best” and which are best under what conditions.  

Due to the wide range of potential differences in surface similarity parameterizations, it is 

extremely difficult to quantify and generalize the impacts of using different schemes and isolate 

the effects of specific terms. Therefore, we just show a few examples from the literature to give 

an idea of the potential impact that different schemes can have on different meteorological 
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variables without looking at the details of which specific parameters are responsible and under 

what meteorological conditions it is most relevant.  

Shin and Hong (2011) compared four different surface layer schemes included in WRF paired 

with the Bougeault-Lacarrére PBL scheme using a single day from the Cooperative Atmosphere-

Surface Exchange Study (CASES-99) field program. Figure 4 in the original paper shows the 

comparison of the results when coupled to the MM5, the PX, the Eta, and the QNSE similarity 

surface layer schemes. During the daytime, there is appreciable spread between the surface 

temperature, sensible heat flux, and friction velocity computed using the different schemes. 

Both the measured latent and sensible heat fluxes are overestimated in all cases during the 

daytime, and at night none of the schemes match the measurements well, except for latent 

heat flux. Note that it is impossible to attribute the poor performance solely to the surface layer 

schemes. Most likely it is a combination of many factors, possibly including inaccurate surface 

wind and temperature predictions, LULC specification, PBL turbulence schemes, boundary 

conditions, and poor surface vertical resolution, among other things. Shin and Hong (2011) did 

not investigate the influence of the use of different surface layers schemes on plume transport 

and dispersion.  

Implementation Issues. Surface parameterizations can be made consistent between Met and 

T&D models in both off-line and on-line modeling systems. On-line systems would likely be 

easier to implement and maintain because the Met and T&D codes can share routines. This will 

be more difficult in a tightly-coupled off-line modeling system because the same algorithm 

needs to be implemented and maintained for both codes. Although consistent schemes are 

desired in principle, in practice many parameterizations have been modified to work well for 

specific applications, for specific models (i.e., to off-set errors and biases in other parts of the 

code), or for the grid resolution of the model. Sofiev et al. (2010) wrote that it is better to re-

estimate PBL parameters and surface fluxes for use in T&D models rather than using the values 

computed by mesoscale weather models because they are not routinely verified variables. The 

SCIPUFF Lagrangian T&D model typically computes the turbulence scales and fluxes internally 

rather than using information from WRF or MM5 for similar reasons alluded to above (Sykes, 

personal communication, 2013). Inconsistent surface parameterizations in the Met and T&D 

models will most likely alter plume T&D, but one cannot prove that it will be a more accurate 

transport and dispersion calculation.  
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Summary. There is a wide array of different surface layer schemes used in Met and T&D 

models. Differences in surface layer similarity schemes sometimes can result in fairly large 

differences in near-surface turbulence, atmospheric stability, and boundary-layer rate of 

growth, for example. Although some schemes are more common than others, there is no 

agreed upon “best” scheme(s). Hence, ensuring consistency of surface layer parameterizations 

between the Met and T&D models does not imply a better plume prediction. We think ensuring 

consistency is a low priority issue, and one should rather focus on producing “better” surface 

layer schemes and validating them for non-ideal environments. 

8.12 Consistent Turbulence Schemes 

Is it Important? Met and T&D models that are loosely-coupled may use different schemes to 

compute turbulence, thus each model could have a different interpretation of the turbulent 

state of the atmosphere. Different schemes can result in widely varying turbulence levels that 

can then change the meteorological conditions, the boundary-layer structure, and the rate of 

plume dispersion. Unfortunately there is no agreed upon “most accurate” turbulence closure 

model; thus, making turbulence schemes consistent will not necessarily provide a more 

accurate plume transport and dispersion calculation. Furthermore, turbulence schemes have 

been adapted to the specifics of smaller-scale plume dispersion and larger-scale mixing of 

meteorological fields and thus algorithm consistency may actually degrade model performance.  

Background. The modeling of turbulence is relevant for Met and T&D modeling because it 

considerably enhances the transfer of momentum, sensible heat, water vapor, and airborne 

contaminants between the Earth’s surface and the top of the atmosphere’s planetary boundary 

layer (PBL). Turbulence also impacts the transfer of quantities between the boundary layer and 

the clear or cloudy atmosphere above and the mixing inside clouds (e.g., Holtslag and 

Steeneveld, 2011). Although there are many different types of turbulence closure models, 

ranging from local to non-local, from Reynolds-Averaged Navier-Stokes (RANS) to Large Eddy 

Simulation (LES), and within RANS from 1st order to 1½ order to 2nd order, we focus on the 

RANS 1st order and 1½ order schemes since these are the most common parameterizations in 

Met and CFD codes. In the RANS system of atmospheric equations, the Reynolds shear stresses 

representing the turbulent fluxes of momentum are typically equated to the product of a 

turbulent eddy diffusivity Km and gradients of the mean wind (e.g., Mellor and Yamada, 1974). 

In the Met and CFD modeling communities, the eddy diffusivity for momentum is typically set 
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to the product of a turbulent velocity scale (e.g., the friction velocity, the square root of the 

turbulent kinetic energy) and a turbulent mixing length scale Lm. Met models often have a 

stability-dependent correction applied to modify the turbulent mixing length. The first order 

turbulence models solve for the eddy diffusivity using algebraic equations, while 1½ order 

models solve a prognostic equation for the turbulent velocity scale (typically TKE) and either a 

diagnostic equation for the eddy mixing length (the so-called one equation model) or a 

prognostic equation for a variable (e.g., tke dissipation) from which a length scale can be 

derived (the so-called two equation model).  

Lagrangian T&D models require some combination of turbulence parameters such as turbulent 

kinetic energy (tke), the turbulent shear and normal stresses, friction velocity (u*), and/or 

turbulent eddy mixing length scale (Lm), and stability parameters like Richardson number, 

Obukhov length, and/or Brunt-Vaisala frequency that modify the mixing length. Lagrangian T&D 

models often deduce these values from empirically- and dimensionally-derived formulae for 

idealized cases (e.g., horizontally homogeneous conditions), but Met and CFD codes with 1st 

and 1½ order turbulence schemes can produce many of these turbulence parameters directly 

or indirectly from prognostically-computed values. In theory, obtaining the necessary 

turbulence fields from a Met or CFD code should be more universal and accurate for complex 

flow scenarios. However, there is considerable variability in the computed turbulence fields 

produced by different Met model turbulence closure schemes. Moreover, Met models do not 

typically produce the turbulent normal stresses (σu, σv, and σw) usually required by Lagrangian 

puff and random-walk codes, and thus some way of partitioning the TKE into its components or 

deducing them from u* is required. Furthermore, mesoscale codes are often run at fairly coarse 

vertical resolution (from the plume modeler’s perspective) near the ground, potentially 

producing a bad estimate of the velocity gradients there and introducing errors into the 

calculation of turbulence quantities near the ground. 

In the Eulerian scalar concentration advection-diffusion Reynolds-averaged equation, the 

turbulent concentration fluxes are set to the product of turbulent mass diffusivities and 

gradients of the mean concentration field. As shown by Kao (1984), after accounting for 

symmetry the number of direction-dependent diffusivities to track in the concentration 

equation can be up to six (Kxx, Kyy, Kzz, Kxz, Kyz, Kxy). In practice, typically only the three 

predominant direction dependent diffusivities Kxx, Kyy, and Kzz are utilized for the longitudinal, 
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lateral, and vertical turbulent concentration fluxes, respectively. In the different communities 

there are discrepancies in how many direction-dependent diffusivities are used in the 

turbulence closure schemes. In the Met modeling community, the horizontal and vertical 

diffusivities Kxx, Kyy, and Kzz are typically calculated, although there are some models that utilize 

the so-called off-diagonal horizontal diffusivity Kxy (e.g., Niccum et al., 1987). In the CFD 

community, they often solve for only one momentum diffusivity νt (e.g., Speziale, 1996) and 

obtain a single mass diffusivity by scaling νt by the turbulent Schmidt number Sc. There are 

several cases in which the CFD models have been adapted specifically for plume dispersion to 

have distinct vertical and horizontal mass diffusivities by setting the former to νt/Sc and the 

latter to νt/Sc multiplied by a constant (Chan, 1988; Demael and Carissimo, 2008).  

In the Met and CFD modeling communities, the eddy diffusivity for momentum is typically set 

to the product of a velocity scale (e.g., friction velocity, the square root of the turbulent kinetic 

energy) and a turbulent mixing length scale Lm. Met models often have a stability-dependent 

correction applied to modify the turbulent mixing length. On the other hand, it has been shown 

in the plume dispersion modeling community that the plume spread for scalar concentration 

goes as t1 when the plume dimension is much smaller than the turbulent mixing length scale 

and then t1/2 as the plume dimension becomes comparable or larger than Lm (Taylor, 1921). This 

implies that the turbulent mass diffusivity is a function of time when the plume dimension is 

small. The variation of the mixing rate with time results because all turbulent eddy sizes 

contribute to the rapid mixing of the narrow plume (or small puff) as it is physically transported 

as a coherent entity by large eddies, but when the plume is wider (or the puff is larger) than the 

turbulent eddies, only diffusive mixing occurs and this results in slower turbulent spreading of 

the plume. One can think of the turbulent diffusivity for the concentration being a function of a 

time-varying “effective” turbulent mixing length scale, dependent on the plume dimension. This 

fundamental difference in the nature of the eddy diffusivity suggests that allowing turbulence 

schemes to be different in the Met and T&D models may result in a more accurate solution.  

Quantification. We have not been able to find studies in the literature comparing results of 

plume calculations using different turbulence schemes in the Met and T&D models followed by 

the use of the same scheme. In this section, we will instead illustrate that the turbulence 

schemes used by Met and T&D models can produce different turbulence output, which one 

could then interpret as evidence that consistent schemes should be implemented. On the other 
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hand, we will show that turbulence schemes used within the Met modeling community produce 

such widely different turbulence output that one can rightly say that there is no best turbulence 

scheme and therefore if the Met and T&D model were forced to use the same scheme there is 

no guarantee that the predicted plume transport and dispersion will be more accurate. In fact, 

we will show that the underlying nature of the turbulence scheme in the plume T&D model 

should be fundamentally different that the Met model turbulence scheme.  

Hanna et al. (2008) looked at the differences in the computed turbulence fields between the 

SCIPUFF T&D code and the MM5 and WRF Met codes for various time periods during the IHOP 

experiment and compared them to surface level and tower measurements. Figure 8.33 shows a 

daytime example in which the Met and T&D models bound the measured TKE on either side, 

but neither solution is better than the other. Hanna et al. show numerous time series plots 

comparing the model TKE output over a 24-hour cycle compared to measurements at several 

different locations and days of the year. In some cases, the Met and T&D model results align 

nicely, whereas at other times the model output varied widely between all three models, 

especially at night under stable conditions. These results indicate that there are differences in 

the Met and T&D model turbulence output and that making schemes the same in both models 

would allow for a consistent interpretation of the turbulent state of the atmosphere. However, 

as illustrated in the Hanna et al. study neither the Met or T&D model consistently produce 

better turbulence fields suggesting that even if consistent turbulence schemes were 

implemented, it does not mean that the computed turbulence and resultant plume mixing will 

be more accurate. 
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Figure 8.33. Daytime turbulent kinetic energy computed by HPAC, MM5, and WRF compared to 
experimental measurements: May 29, 2002, 20:30 UTC, Lamont, OK  

(adapted from Hanna et al., 2010). 

 

The RANS turbulent schemes used in the Met modeling community differ widely among 

models, the differences arising mainly from the different approaches taken for the turbulent 

mixing length scales and the stability-correction functions. Cuxart et al. (2006) list various 1st 

order and 1½ order formulations for the vertical eddy diffusivity of momentum (Km) and heat 

(Kh) and turbulent mixing length scale adopted by a mix of operational and research models 

compared. Note that some models may also impose minimum and maximum values for the 

eddy diffusivity. For instance, in the NOAA-NCEP model the momentum eddy diffusivity 

minimum value is 1 m2/s (Cuxart et al., 2006).  

Cuxart et al. (2006) compared the eddy diffusivities and momentum fluxes computed using the 

different schemes for a stable boundary layer case. Results were also compared to LES 

simulations (however, these should not interpreted as the “truth” due to the fact that LES has 

difficulties in stable boundary layers, i.e., the sub-grid turbulence closure model plays a larger 

role). Figure 6 in the original paper shows the computed vertical diffusivities of momentum for 

all the schemes in Table III in the original paper. Differences in the maximum diffusivity of up to 

a factor of 5 are seen and there is significant variation in the height at which Km goes to zero 

(roughly the boundary layer depth). Figure 4 in the original paper shows the resultant vertical 
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turbulent momentum flux for the 1st order schemes on the left and the 1½ order schemes on 

the right and indicates that there is considerable variability produced by the different turbulent 

closure schemes. If there is no agreement in the Met modeling community on the “best” 

turbulence closure, then it is reasonable to expect that forcing the Met and T&D model to use 

the same scheme will not, in general, produce a better plume calculation. 

Consistency of Met and T&D model turbulence schemes may not be desired from a physics-

based viewpoint. Taylor (1921) showed that a plume spreads at a faster rate (∝ t) for small 

times and slower (∝ t1/2) at longer times. The early time growth rate implies the eddy diffusivity 

should actually be larger at small times as compared to large times. This means that RANS-

based Eulerian advection-diffusion solvers that do not account for the time dependence in the 

turbulent mass diffusivity term will not correctly account for near-source (i.e., small time) 

plume growth. Met models do not consider this “near-source” aspect of turbulent mixing since 

meteorological variables are considered to be already well-mixed and not treated as originating 

from small sources (small relative to the turbulent eddy size).  

One can deduce from the Gaussian plume spread curves that have been fit to experimental 

plume measurements to what distance the near-source t1-enchanced mixing occurs. The Briggs 

Gaussian plume spread formulae in Table 8-17, for example, show that for horizontal spread 

(σy) near-source enhanced mixing occurs out to about 10 km from the release point 

independent of the stability and for vertical spread (σz) near-source mixing goes out to 2 to 5 

km for slightly unstable, near-neutral and stable conditions (C-F stability classes), with 

accelerated plume growth occurring at all distances for extremely unstable daytime conditions 

(A and B stability classes).  

 

Table 8-17. Briggs (1973) interpolation formulas for open country, where x is the distance downwind 
of the source (m). 
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Camelli and Lohner (2000), Riddle et al. (2003), and Huber et al. (2004) have all attributed an 

overestimation of near-source concentrations by CFD models to an underestimation of the 

turbulent mass diffusivity at small plume travel times. Demael and Carissimo (2008) found 

similar results when comparing the Mercure RANS CFD code to the Project Prairie Grass field 

tracer experiment at distances between 200 and 800 m (800 m being the furthest 

measurement arc from the source) showing overestimates of maximum centerline 

concentrations of up to a factor of ten (however, they found that the CFD model under-

predicted the maximum centerline concentrations at the 50 and 100 m arcs, which is difficult to 

explain using the same arguments).  

In a comparison of random-walk models with and without the t1 near-source plume growth 

behavior, Weil (2010) found that surface concentrations at near-source distances were a factor 

of ten to one hundred smaller when the t1 behavior was accounted for. For longer range plume 

transport, it is felt that the effects will still be felt, but it is not clear how much the near-source 

effects impact the solution at larger downwind distances. Note that most Lagrangian puff and 

random-walk models have the t1 and t1/2 plume growth dependence built into them. 

Implementation Issues. Although we believe turbulence is critically important to Met and T&D 

modeling, we are not convinced that forcing the Met and T&D models to have consistent 

schemes will actually result in more accurate plume transport and dispersion calculations in all 

cases. It is clear from the above discussion that the enhanced near-source mixing is important 

and that blindly forcing the T&D model to include the same turbulence scheme as the Met 

model is not desired. If schemes are to be harmonized, we think that significant effort needs to 

be put into understanding the limitations of the particular turbulence scheme being 

implemented to ensure that it will perform well for both the Met and T&D models. Additionally, 

since turbulence schemes are often intimately coupled with surface layer schemes, one will also 

to consider implementation of the turbulence and surface layer schemes jointly.  

Summary. We found no literature studies that quantified the impact on plume transport and 

dispersion when the Met and T&D model first used different turbulence schemes and then used 

the same scheme. There is a wide array of different turbulence schemes used in Met and T&D 

models. Differences in turbulence schemes have been shown to result in fairly large 

discrepancies in the predicted turbulence variables which could then lead to differences in the 

atmospheric stability, boundary-layer rate of growth, wind variation with height, and plume 
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mixing, for example. Although some turbulence schemes are more common than others, there 

is no agreed upon “best” scheme(s). Hence, ensuring consistency of turbulence 

parameterizations between the Met and T&D models does not imply a better plume prediction. 

In fact, consistent schemes could actually degrade the plume calculation for several reasons. 

First, since plume turbulent mixing rates are time varying, i.e., dependent on the plume 

dimension, whereas the turbulent mixing of the momentum, temperature, and moisture fields 

in the Met model typically are not. Thus, for better accuracy one may not desire to make the 

schemes consistent for this reason alone. Second, even though a Met model may use a more 

“sophisticated” prognostic turbulence scheme that could be used to derive turbulence 

parameters for the T&D model, the vertical resolution of the Met model may be relatively poor 

especially near the ground so that its calculated turbulence field may not be any better – even 

worse – than a simpler scheme in a Lagrangian T&D model. We think ensuring consistency is a 

low priority issue, and one should rather focus on producing “better” schemes and validating 

schemes for non-ideal environments.  

8.13 Summary 

We have argued that consistency of map projections, databases, numerical meshes, time steps, 

numerical schemes, and physical parameterizations is not automatically satisfied by 

implementing an on-line coupled system, but may encourage consistency.  Much work is 

required to ensure consistency, especially if coupling existing off-line models into an on-line 

system.  It is our opinion that consistency can be achieved in an off-line coupled modeling with 

similar levels of effort.      

In general, it was difficult to find quantitative information on how much the inconsistencies 

ultimately alter plume T&D.  For several cases in which errors were quantified for particular 

case studies (e.g., inconsistent horizontal and vertical grid meshing), there were often trade-

offs, i.e., to ensure consistency might mean a significant increase in run time or conversely a 

reduction in accuracy.   In other cases one cannot determine if consistency will result in a better 

T&D prediction because of lack of knowledge of which physical parameterization or input 

database better represents nature.  In some cases, we argued that consistency between the 

Met and T&D model might actually degrade model performance (e.g., numerical scheme, 

turbulence scheme).  Table 8-18 provides a summary of whether the consistency issue alters 
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microscale and/or mesoscale plume T&D and whether on-line coupling is advantageous for 

ensuring consistency.  

 

Table 8-18.  Summary of Consistency Issues 

= YES;  = SOMETIMES;  = NO 

Issue 
Plume T&D Altered? 

On-line Advantageous? 
Microscale Mesoscale 

Inconsistent Map 

Projections 

   

Consistent map projections in the Met and T&D model are desired to 
reduce potential horizontal interpolation errors when transferring 
data between models. Not likely an issue at microscale because many 
systems use Cartesian grid. Difficult to find quantitative information 
on how much the interpolation error ultimately alters plume T&D.  

On-line may encourage con-
sistent projections, but does 
not guarantee it, especially if 
using existing models. With 
effort, consistency can be 
obtained in off-line models. 

Inconsistent Map 

Parameters (map 

factor, convergence) 

  
 

For certain map projections, plume T&D can be affected if the map 
scale factor and convergence are not considered, especially at the 
mesoscale. Convergence is important at the microscale, but the map 
factor is not. For good coding practice, consistency is encouraged. 

On-line approach does not 
guarantee consistent map 
parameters, but may 
encourage it. With effort, 
consistency can also be 
satisfied with off-line models. 

Inconsistent Vertical 

Coordinates and 

Resolution 

   

Vertical interpolation errors have been shown to affect plume T&D at 
the mesoscale. However, to sufficiently resolve the plume and to meet 
Met model run-time constraints, matching vertical grid resolution may 
not be desired in all cases and can degrade plume T&D accuracy. 

On-line may promote consis-
tent grids, but notable effort 
to implement if leveraging 
existing models irregardless if 
on-line or off-line. 

Inconsistent 

Horizontal Grid Mesh 

   
Horizontal interpolation errors shown to affect plume T&D at the 
mesoscale for longer range T&D. However, for purposes of adequately 
resolving the plume and/or to meet Met model run-time constraints, 
matching horizontal grid resolution may not be desired in all cases and 
can degrade plume T&D accuracy. 

On-line may promote consis-
tent grids, but a lot of effort 
to implement if leveraging 
existing models irregardless if 
on-line or off-line. 
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Inconsistent Time 

Synchronization 

   
Temporal interpolation errors and mass inconsistency introduced by 
interpolation may affect plume T&D. More likely to be an issue for 
mesoscale models and for rapidly temporally-varying meteorological 
conditions. Important for microscale LES CFD as well. 

On-line may encourage time 
synchronization. For high 
frequency data exchange 
online is advantageous. 

Inconsistent 

Numerical Schemes 

for PDEs  

   
Mass inconsistencies will be introduced by inconsistent partial 
differential equation numerics (not relevant for Lagrangian T&D 
codes), but it is not clear how this will impact T&D. On the other hand, 
different numerical schemes in the atmospheric code and the 
advection-diffusion solver may improve overall model performance.  

On-line approach does not 
guarantee consistent 
numerical schemes, but may 
encourage consistency. 

Violation of Mass-

Consistency  

   
Errors due to inconsistent grids, map projection, numerics, time 
synchronization, topo smoothing and different mass consistency 
schemes can lead to violation of the mass consistency constraint and 
may affect plume T&D. Difficult to quantify impact of mass 
inconsistency versus error (or accuracy improvement) due to the 
database or numerical scheme inconsistency. Ensuring mass consis-
tency may lead to sub-optimal model performance in some cases. 

On-line approach does not 
guarantee mass consistency. 
However, due to the many 
issues that affect mass consis-
tency, likely easier to fully 
address mass consistency in 
an on-line system. 

Inconsistent 

Databases 

Not sure Not sure 
 

Although it would be good practice to have consistent databases or to 
have the Met model pass all the terrain, LULC, soil, and building-
related parameters directly to the T&D model, it is not clear how much 
this is an issue due to the lack of specific studies. Even if Met and T&D 
model use the same database, it does not guarantee a better solution 
due to uncertainties and ambiguities in the databases and differences 
in the interpretation of a database. Note: use of a different DB in the 
Met model can impact the Met and T&D prediction, but little evidence 
that a different DB in Met vs. T&D model alters plume T&D. 

On-line approach does not 
guarantee consistent data-
bases, especially if coupling 
existing codes, but will force 
developers to consider this 
issue. Can be solved in an off-
line system by passing the 
necessary fields from the Met 
to the T&D code. 

Inconsistent 

Interpretation of 

LULC Databases  

Not sure Not sure 
 

Even if Met and T&D models use the same land-use/land-cover 
database, they may aggregate the DB differently or specify different 
properties for the same land-class type. It is not clear how much this is 
an issue due to the lack of specific studies. Moreover, the potential 
effect of inconsistencies on plume T&D is likely smaller than that 

The on-line approach does 
not guarantee consistency, 
especially if coupling exisiting 
codes, but may encourage the 
developer to consider. With 
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stemming from the uncertainty in specifying the LULC surface 
properties and/or how to aggregate the LULC classes.  

effort, an off-line approach 
could also satisfy this issue. 

Inconsistent 

Topographical 

Smoothing  

   

Interpolation error and mass inconsistency that result from smoothing 
the terrain differently in the Met and T&D models has been shown to 
affect plume T&D in mountainous terrain. More relevant at the 
mesoscale due to the potential of significant orographic variation. The 
issue becomes more complex if the Met and T&D horizontal grid 
resolution is different. This is an issue for both Eulerian and Lagrangian 
T&D models. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider. Can be 
solved in an off-line sys-tem 
by passing the smoothed 
fields from the Met to the 
T&D code. 

Inconsistent Surface 

Layer 

Parameterizations 

   
Differences in Met and T&D model surface layer parameterizations 
may affect plume T&D. More likely to occur at the mesoscale. 
Enforcing consistency may not lead to better plume T&D predictions 
however due to the uncertainty in the schemes themselves and 
different optimization of schemes for use in Met and T&D models. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider.  

Inconsistent 

Turbulent Schemes 

   
Inconsitencies in Met and T&D model turbulence parameterizations 
may affect plume T&D. Enforcing consistency may not lead to better 
plume T&D predictions however due to the uncertainty in the 
schemes themselves and different optimization of schemes for use in 
Met and T&D models. Furthermore, turbulence schemes for T&D 
models are fundamentally different due to their dependence on 
plume size, whereas Met and CFD turbulence models typically are not. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider.  
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9 Advantages and Limitations of On-line Coupled Modeling Related to 
Application, Implementation, and Maintenance Considerations 

Beyond scientific arguments and consistency issues either in support of or against on-line 

coupling, additional aspects related to application, operational, implementation, and 

maintenance issues define the feasibility and desirability of on-line coupled systems with 

respect to the existing loosely-coupled off-line systems. The topics to be covered in this section 

include: 

• the speed of the on-line system with respect to its off-line counterpart (Section 9.1); 

• the computer memory usage of the on-line vs. off-line system (Section 9.2); 

• the ease (or difficulty) of leveraging existing codes (Section 9.8); 

• the ease (or difficulty) of parallelizing on-line systems (Section 9.9); 

• the necessary expertise to build on-line systems (Section 9.12);  

• long-term maintenance requirements (Section 9.13), and  

advantages and limitations of the on-line approach associated with: 

• real-time response and forecasting, i.e., emergency response applications (Section 9.3); 

• fundamental research applications (Section 9.4); 

• pre- and post-event analyses, for which multiple dispersion scenarios are run for the 

same meteorology (Section 9.5); 

• urban-scale applications (Section 9.6); 

• mesoscale applications (Section 9.7); 

• utilization of Lagrangian T&D models (Section 9.10), and 

utilization of Eulerian T&D models (Section 9.11).The aforementioned points are discussed in 

the following sections by taking as a reference loosely-coupled off-line modeling systems. 

9.1 Run-Time 

All else being equal, the coupling of Met and T&D models in an on-line manner will result in 

speed-up compared to an off-line system since passing information between models via RAM is 

faster than doing so via the hard disk. Depending on the type of application, however, an off-

line system may actually be faster. For example, operational weather forecasting models are 

often run 24/7 and when an event occurs the T&D model is run using the pre-computed Met 
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fields. An on-line system would have to re-start and the slower Met model calculations begun 

anew.  We discuss issues related to the specific application in Sections 9.2, 9.3, 9.4, 9.5 and 9.6 

below.  In this section we focus on run-time for on-line and off-line modeling systems that are 

passing the same amount of information between models.   

The magnitude of the speed-up of an on-line system relative to an off-line system will be 

contingent upon the size of the variable arrays passed between the models and the frequency 

at which they are passed.  Whether or not the speed up is appreciable overall strongly depends 

on the relative time spent on program execution versus passing information between models. 

For example, a model that runs relatively quickly (e.g., a diagnostic wind model) would have a 

higher percentage speed up as compared to a more computationally-intensive model (e.g., a 

prognostic mesoscale model) for the case in which both models pass the same amount of 

information to the T&D model.  Other factors affecting off-line vs. on-line run-time include the 

relative speed of the Met and T&D models, if the Met and T&D models can be run 

simultaneously, if separate processors can be dedicated to execution and file I/O, and whether 

or not the on-line or off-line system is tightly coupled.  We discuss these issues further below. 

For a common workstation hard disk, the maximum sustained writing and reading speed in 

optimal conditions is 200 MB/s (e.g., Western Digital brochure, 2012), while typical RAM is 

about 12,800 MB/s (see Wikipedia, DDR3 SDRAM, 2012) resulting in a factor of 64 speed up. 

Note that the hard disk numbers do not include start up time, random access time, and 

considerations of fragmented data that will slowdown read/write rates, i.e., they are optimistic 

numbers. For example, Porter et al. (2010) found that WRF took about 16 s per GB when 

writing files to the hard disk, about a factor of 3 slower when compared to the numbers in 

Table 9.1.   Nonetheless, if we assume the amount of data to write out to a file or to pass 

between the Met to the T&D code ranges from 0.1 GB to 50 GB in size, it will take from 0.5 s to 

about 4 min to write or read a single file from hard disk and between 0.08 s and 4 s to pass the 

data via RAM (see Table 9-1). Furthermore, if we assume the Met and T&D models are coupled 

every 5 min over a simulation of 24 h (i.e., 288 exchanges of information), then the time taken 

for exchange of I/O via the hard disk and RAM, respectively, is 2.4 min and 2.3 s for 0.1 GB files 

and 20 h and 19 min for 50 GB files (see Table 9-1). 
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Table 9-1. Times for exchange of I/O via a common hard disk and RAM for typical file/data sizes for 
Met and T&D applications. 

File/data size: 0.1 GB 1 GB 10 GB 50 GB 
Time to exchange data block of given 
size 

HD 0.5 s 5 s 50 s 250 s 

RAM 0.008 s 0.08 s 0.8 s 4 s 

Time to exchange data block every 5 
min for 24 hour simulation (288x) 

HD 2.4 min 24 min 4 h 20 h 

RAM 2.3 s 23 s 3.8 min 19 min 

 

Typical memory requirements per I/O exchange depend on the number of grid cells and the 

number of variables being passed between models. For the WRF meteorological code, Morton 

et al. (2009) indicate that for a case with 1.4 million grid cells a restart file was about 460 MB, 

for 12 million grid cells it was 4.2 GB, while for an extremely high-resolution 115 million grid cell 

case it was 37.7 GB.  Geiszler et al (2003) reported that for a typical COAMPS triple-nested grid 

mesh that around 700 MB of output were created at each output interval. For a typical 

resolution photochemical modeling application over the continental U.S., the data passed from 

WRF to CMAQ is about 360 MB, whereas the file from CMAQ to WRF, considering 50 species, is 

in the range of 1-3 GB (Wong, 2013, personal communication). A typical size for the Enviro-

HIRLAM mesoscale model output file is estimated to be 300 MB (Korsholm, 2009).  

Overall data exchange amount depends strongly on how often information is passed between 

the Met and T&D model and for how long the simulation is run. The five-minute coupling time 

we used in our example above is the same as used by the on-line coupled version of 

WRF-CMAQ (Wong et al., 2012). The OMEGA model passes Met information to the T&D 

Eulerian advection-diffusion solver every time step, which is on the order of a minute for a 

typical grid resolution (Bacon, 2012, personal communication). A large eddy simulation code 

typically runs the scalar concentration advection-diffusion equation in synch with the 

momentum equations, and for high-resolution applications (grid cells on the order of meters) a 

typical time step may be a tenth of a second. 

We can approximate the relative fraction of time spent on code execution vs. writing files to 

the hard disk using runtimes reported for WRF by Morton et al. (2009) and Table 9.1 above.  

Assuming a 5 minute output interval over a 24 hour period, a 1.4 million grid cell WRF 

calculation using a single processor took about 106 minutes (1.8 hours) to complete compared 

to 12 minutes for writing the output to hard disk.  Although the hard disk write duration is not 
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inconsequential, it only increases the total runtime by 11%.  For a one minute output interval, 

however, the write time increases to an hour, amounting to a 56% increase in the total run 

time.   For domains with larger numbers of grid cells, execution and file write times should 

increase similarly, so that ratio of write time to execution time should remain roughly the same.   

The fraction of time spent on hard disk I/O becomes more consequential for models that have 

been parallelized.  For the 1.4 million grid cell WRF example above, the execution time drops 

from 106 minutes for a single processor to about 13 minutes for 16 processors (Morton et al., 

2009).  For a 5 minute output interval, the hard disk write time of 12 minutes is nearly the same 

as the execution time, almost doubling the total run time.     

Porter et al. (2010) have indicated, however, that one or more of the processors on a multi-

processor system can be devoted to hard disk I/O (a so-called I/O server), so that the model can 

continue executing while information is being passed to and from the hard disk.  For a WRF 

application, they found that they could reduce the 30 s write time per output dump to 19 s 

when using 12 I/O servers.  On the other hand, a Michalakes (2002) WRF study showed a factor 

of five speed up in write time when using just one I/O server “because of ample computational 

work to hide the time spent writing the data.” It is not clear why the latter study shows much 

more speed up when devoting a processor to writing out the I/O; perhaps it is related to the 

specifics of the computers and operating systems each group is using.  A factor of five speed up 

would significantly reduce the run-time penalty associated with the off-line approach.  Morton 

et al (2009) imply that it might be difficult to implement the I/O server when they wrote that 

“WRF provides a capability to perform I/O operations on a set of processors separate from the 

computations … but we ran into too many roadblocks and temporarily abandoned this path.” 

Note that using a solid-state drive (SSD) instead of typical electro-mechanical spinning hard disk 

could mitigate some of I/O disadvantages of the off-line approach. SSDs have sustained 

sequential reads of about 500 MB/s and sustained sequential writes around 260 MB/s (e.g., 

crucial.com web page, 2012), near instantaneous start up times, much smaller latency times 

than a traditional hard disk, and file fragmentation does not slowdown read and write access; 

however, SDDs are relatively costly and typically of smaller capacity.  

Although not strictly an on-line vs. off-line issue, a tightly-coupled modeling system may require 

less computational work for the interface between the Met and T&D models compared to 

loosely-coupled systems because many parts of the code have been harmonized and 
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redundancies have been reduced. For example, the grid spacing and map projections may be 

equivalent, so that there is no need for spatial interpolation or geo-referencing. Or, 

topographical and urban databases are only read in and processed once, rather than twice as in 

a loosely-coupled system. For this reason, tightly-coupled modeling systems are expected to be 

faster than loosely-coupled ones, although we have no quantitative information for how 

computational run-time is affected by reduction of redundancies and harmonization of 

routines.   

To enhance code run-time, coupled models (without two-way feedback) are sometimes run 

concurrently.  That is, after the Met model runs for one time step and its output is passed to 

the T&D model, the Met model could execute its second time step while the T&D model is 

executing its first time step.  For example, Bettencourt et al. (2002) showed that running the 

COAMPS numerical weather prediction model and the WAVEWATCH (WAVE height, WATer 

depth and Current Hindcast, Tolman, 1989) model sequentially required 348 s per hour of 

simulation for COAMPS and 249 s for the WAVEWATCH model, for a total of 597 s. However, 

when COAMPS and WAVEWATCH were run concurrently, they found that the solution was 

obtained in 374 s, corresponding to a factor of 1.6 speed-up. That is, a modeling system 

designed to have the Met and T&D codes running concurrently can run close to the speed of 

the slower code rather than the sum of the run times of the two independent codes. This is 

irrespective of whether or not the Met and T&D codes are developed as on-line or off-line 

systems. 

For on-line Met and T&D codes run concurrently, a loosely-coupled system that does not share 

variable arrays will likely have a run-time advantage as compared to a tightly-coupled system 

that shares variable arrays.  Although the former will require more memory (see Section 9.2 

below), the latter will have issues with the same variable array (e.g., the velocity components) 

being used in both the Met and T&D model simultaneously, with one overwriting the other out 

of sequence (the so-called racing issue).   Any sort of fix would likely result in negating the run-

time advantage of executing codes concurrently.  

On the other hand, Wong (2013, personal communication) indicated that in many cases there 

would be no gain in running the WRF and CMAQ models concurrently because the 

computational resources available would be completely used during the execution of either 

model. That is, if run concurrently, the two models would compete for the limited amount of 
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RAM with no speed up in the total simulation time. In fact, a slowdown would be expected 

because WRF runs about two to five times faster than CMAQ, so that the resources allocated to 

WRF would not be available to CMAQ even after WRF has finished running, meaning that 

CMAQ would have less computational resources and would run slower. 

Summary: All else being equal, an on-line modeling system will be faster than an off-line 

system because I/O is passed between the Met and T&D model using faster RAM, rather than 

via the slower hard disk as in off-line modeling systems. The relative speed up depends on 

the amount of data exchanged and the file I/O time vs. model execution time.  For multi-

processor systems, some speed up can be obtained by dedicating a few processors to file I/O 

while others are devoted to model execution.  For on-line codes that are run concurrently 

rather than sequentially to obtain a speed boost, a loosely-coupled system that does not 

share variable arrays would likely be advantageous as compared to a tightly-coupled system. 

However, in many cases the computer RAM would be swamped if both models are run 

concurrently, ultimately increasing the run time.  

 

9.2 Memory Usage 

An on-line coupled modeling system will use more computer RAM as compared to an off-line 

system, since in the former case memory must be allocated for both the Met and T&D model 

simultaneously, while in the latter case, the models are run separately and so the RAM usage 

will be limited to only one model at a time.   For high resolution large domain problems with 

lots of grid cells this could be a problem for an on-line modeling system as just the individual 

Met model could use all the computer RAM.  It should be pointed out that a tightly-coupled on-

line modeling system that shares variable arrays (e.g., both the Met and T&D models use the 

same 3D U, V, and W arrays) will use less memory than a loosely-coupled online system that 

has not had their variable arrays harmonized (e.g., the Met and T&D model have different array 

names for the U, V, and W velocity components).  Trade-offs between domain size, grid 

resolution and RAM memory limits are always an important consideration when running Met 

and T&D models, but it may be even more restrictive for on-line modeling systems as compared 

to off-line systems.    
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Summary: All else being equal, an on-line modeling system will require more computer RAM 

than an off-line system.  A tightly-coupled on-line system will typically require less computer 

RAM than a loosely-coupled on-line system because some of the variable arrays can be 

shared between the Met and T&D model.   

 

9.3 Utilization for Fast Turnaround Applications 

The speed of the modeling system is a critical factor for emergency response or battlefield 

operations. We have indicated that – all else being equal – on-line systems are typically faster 

because of passing information between the Met and T&D models via RAM. In addition, tightly-

coupled on-line (and off-line) models may have some speed advantages relative to loosely-

coupled off-line approaches because tightly-coupled models may reduce or eliminate the need 

for preprocessing the Met data (e.g., they may not require map reprojection and interpolation 

from one grid to another) and/or reduce redundant algorithms (e.g., topo importers). The I/O 

advantage is significant only for cases in which lots of data (i.e., hundreds of GB and more) are 

exchanged due to large file/array sizes or frequent exchanges. Therefore, for smaller problem 

sizes and/or for cases in which limited data exchange is needed (e.g., in the absence of two-way 

feedback, for weakly-varying Met conditions), the off-line system may be almost as fast as its 

on-line counterpart. It should be pointed out that the preprocessing of Met output data can 

also be avoided in tightly-coupled off-line systems, without the need of an on-line model. 

In practice, however, on-line modeling systems will have some distinct disadvantages in regards 

to run time based on how models are typically run for fast turn-around applications. A 24/7 

emergency response center is likely running a prognostic mesoscale code around the clock 

since it is typically much slower than the T&D model, writing out results to hard disk at some 

time interval (possibly hourly or half-hourly). When a dispersal event occurs, the mesoscale 

meteorological output is quickly read in by the faster-running T&D model from hard disk and 

the consequences are estimated. Off-line systems work efficiently this way, whereas a pure on-

line system (i.e., one without an off-line capability built in) will require the mesoscale 

prognostic code to run simultaneously with the T&D model, resulting in a long wait for the T&D 

model output.  

A few caveats: 
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1) The advantage of the off-line system only holds when the Met model is much slower than 

the T&D model. For a system using diagnostic wind models this issue is not relevant since they 

run so fast. Many emergency response T&D modeling systems include a diagnostic wind model 

in order to achieve a fast turn-around time. In this case, an on-line system should be faster due 

to the reading and writing of I/O via RAM.  

2) If two-way plume-to-met feedback is critical to obtaining an accurate solution, then an on-

line system with feedback would be advantageous due to faster run times as compared to an 

off-line approach accounting for two-way feedback.  

3) However, since run time is critical, an alternative with faster run time would be an off-line 

system that parameterizes (i.e., approximates) the two-way feedback within the T&D model. 

This has been done, for example, in dense gas and buoyant rise plume models. However, it is 

likely that the parameterizations are not valid in complex terrain and/or strongly-

inhomogeneous flow scenarios.  

Summary: In order to meet time constraints imposed by emergency response applications, an 

off-line system with a prognostic Met code running around the clock paired with a fast T&D 

model like a puff model is likely the optimal choice. On-line systems with off-line capabilities 

can also be considered. For release scenarios in which two-way plume-to-met feedback is 

important, parameterizing the feedback – if possible – within the T&D model in an off-line 

system is suggested in order to keep run-time fast.  

 

9.4 Application to Research on Fundamental Understanding of Plume Physics 

Although there is mistrust of numerical models and their output by some in the CBRN 

community, modeling combined with (typically spatially and/or temporally sparse) 

experimental measurements is one of the best ways for researchers to advance the 

understanding of plume phenomena. The idea of using modeling to help elucidate plume 

behavior and to determine which mechanisms are the most important and which can be 

excluded is especially relevant for CBRN applications. Besides potentially being dangerous, 

CBRN plumes can involve thermodynamics, gravitational settling, evaporation processes, 

deposition, decay, and chemical reactions among other things in combination with complex 

mean flow fields, atmospheric stratification, atmospheric turbulence, and internally-generated 
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turbulence (e.g., buoyant and jet releases). Thus, it can be very difficult to tease out the 

causative mechanisms that govern plume behavior from measurements alone and 

sophisticated modeling can help in this regard. 

In the context of better understanding plume physics, it is our opinion that an on-line Met/CFD 

and T&D system is essential for many CBRN release types. We think that the majority of cases 

would be best served by a large eddy simulation approach in order to capture the turbulent 

variability of the atmosphere and the plume. It is hard to imagine a case in which data transfer 

between models (either one-way or two-way) would not be passed frequently time step by 

time step resulting in very large amounts of data exchange and thus making off-line approaches 

non-viable/prohibitive. In many cases, two-way feedback would be essential (e.g., a dense gas 

cloud’s gravitational slumping effect interacting with the local wind field and the stratification 

of the dense gas cloud suppressing atmospheric turbulence), also a strength of on-line systems.  

Summary: Since high frequency I/O exchange between the Met and T&D model is necessary 

for understanding the fundamental behavior of CBRN plumes, on-line codes are the best 

option due to the fast reading and writing of I/O via RAM. Since two-way feedback may alter 

CBRN plume transport and dispersion, on-line codes will also be best most efficient for 

assessing the importance of the two-way feedback.  

 

9.5 Pre- and Post-Event Analysis 

The majority of CBRN plume modeling is not performed for emergency event scenarios, but 

rather for pre- and post-event analyses. Pre-event analyses include vulnerability assessments, 

mitigation strategy evaluation, resource planning, what-if studies, model validation studies, 

sensor siting, training and exercises. Post-event analyses may comprise such activities as model 

calibration studies, interpretation of field experiment measurements, source term estimation, 

and event reconstruction for determination of health impacts and/or clean-up zones. In many 

cases, these pre- and post-event analyses involve simulation of dozens, hundreds, even 

thousands of scenarios.  

For multi-case analyses, often a few Met fields are created while many plume dispersion 

calculations are performed for each one. Off-line codes are well adapted for this purpose and 

scripts can be easily written to run the cases in batch mode. On-line systems on the other hand, 
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run the meteorology concurrently with the plume dispersion model by default (this is very 

common with CFD codes in which the scalar concentration advection-diffusion solver is linked 

closely with the momentum conservation equation solver). It would be very inefficient to run 

an on-line model repeating the simulation of the meteorology for every scenario, especially 

since the prognostic meteorological code typically utilizes the majority of the CPU time.  

An on-line modeling system can be modified to run in an off-line mode to do plume ensembles 

faster. Some on-line coupled systems for air quality applications have this capability (e.g., 

Enviro-HIRLAM, WRF-CMAQ). Coirier and Kim (2006) describe “disconnecting” the scalar 

transport equation from the momentum equations in the CFD-Urban code, so that they could 

run multiple plume cases from a library of stored wind and turbulence fields. If the 

development of on-line systems is proposed in the CBRN community in the near future, we 

highly recommend that they include an off-line mode in which the meteorological fields can be 

computed once and then read in repeatedly for use in plume T&D calculations.  

Note that for applications in which feedback must be considered, the meteorology will need to 

be re-run for each transport and dispersion simulation. That is, having an off-line capability 

within an on-line system is not relevant for problems in which feedback must be included. 

Summary: Off-line codes are more efficient at batch applications in which many plume 

calculations are run for each meteorological field. On-line codes, in their default mode, would 

have to unnecessarily run the meteorological code (flow solver in the case of CFD codes) 

repeatedly for each plume calculation. For CBRN applications, we strongly advocate that on-

line modeling systems be developed with an off-line option in which the meteorological field 

can be run just once and then the field repeatedly used as input for the plume calculations.  

 

9.6 Urban Scale Applications 

At the urban-scale, it is unlikely that the short time-scales associated with plume passage will 

result in any long-lasting radiative effects that would alter the surface energy balance and 

thereby potentially alter the atmospheric stratification and local flow fields. There is a strong 

likelihood, however, that some positively or negatively buoyant release types (dense gas, 

RDD’s, IND’s) of significant quantity will result in feedback from the plume onto the Met field, 

potentially making an on-line system with feedback necessary for accurately computing plume 
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transport and dispersion. As discussed in Section 7.8, the explosion and subsequent buoyant 

rise from a small conventional or improvised nuclear device would result in a strong inflow of 

winds near the ground – the so-called afterwinds – and significantly alter the wind patterns in a 

city and the subsequent radiological particle transport. As discussed in Section 7.1 and 7.7, even 

much smaller energtic sources, such as dense gas releases and dirty bomb explosions can 

modify the local airflow and turbulence levels close to the release point. It has been well 

documented, for example, that a heavier-than-air release may travel slower than the 

surrounding wind and that due to its internal stable stratification will reduce turbulence (see 

Section 7.1). Not accounting for these effects could potentially result in inaccurate near-source 

plume transport and dispersion.  

It is true that parameterizations can be (and have been) developed within the T&D models to 

approximate these density effects on the mean and turbulent flow fields (e.g., stabilized cloud 

rise formulas, Richardson number dependent turbulence damping and slab travel speed 

parameterizations), so that a coupled Met/CFD and T&D modeling system with no feedback 

may still perform adequately. However, it is also true that these parameterizations were 

developed for releases over flat terrain and it is not clear if they are valid in sloped terrain or in 

the vicinity of building obstacles. Given the importance of T&D in cities, the lack of 

experimental data of buoyant and dense gas releases in built areas, and the uncertainty of 

whether flat-terrain based algorithms are accurate in urban environments, developing on-line 

systems with a feedback option is recommended.  

Summary: For some energetic CBRN release types, on-line systems with feedback are 

potentially advantageous for more accurately predicting plume transport and dispersion in 

urban environments. Although parameterizations have been developed within the plume 

model to approximate two-way plume-to-met feedback, it is likely that the parameterizations 

were derived for simple flat-earth terrain and may fail in complex environments.  

 

9.7 Mesoscale Applications 

In the photochemical air quality modeling community there have been numerous efforts 

looking at the feedbacks of the air pollution onto the meteorology (e.g., Zang, 2008; Baklanov 

et al., 2010; Wong et al., 2012). Due to pollutant sources being spread throughout the 
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metropolitan area, smog and other gaseous and particulate air pollution can blanket a city and 

cover hundreds of square miles. The pollution can significantly modify the radiation balance 

and surface energy balance, and thus potentially alter the atmospheric stability, turbulence 

levels and wind patterns (see Section 4.1). In contrast, the majority of CBRN release types 

would not be released in such quantity to result in a plume that would blanket an entire city. It 

is felt that few release types of military concern have the chance of impacting the mesoscale 

flow field – exceptions being conventional or improvised nuclear devices, large scale fires, and 

large area sources (e.g., dust storms) – hence the feedback advantage of on-line coupling will 

often not be relevant for mesoscale applications. It is recommended, however, that the 

importance of feedback for CNDs, INDs, large-scale fires, and dust storms be investigated with 

an on-line mesoscale modeling system with two-way feedback.  

In Section 8, it was mentioned that the buoyant feedback from small-scale energetic releases 

can potentially alter mesoscale plume transport and dispersion. The buoyancy results in vertical 

motion, which can then result in the plume being advected in a different direction depending 

on the final height to which the plume rises and the directional wind shear with height. In this 

case, the buoyancy does not impact the mesoscale flow field, but it does alter the local 

microscale flow field and ultimately results in the mesoscale plume transport being altered. 

How to deal with this rigorously in a mesoscale modeling system is problematic, since the 

buoyant cloud is typically sub-grid scale. Most modeling systems parameterize the buoyant rise 

within the plume T&D code or have a pre-processing routine to compute a plume “injection 

height”. In both cases, these parameterizations may not take into account the atmospheric 

variation of temperature and winds with height, and in most all cases do not consider the local 

micro-scale terrain influence on buoyant rise. Although two-way feedback may be necessary to 

accurately compute the cloud rise, it may be computationally infeasible to do so within a 

mesoscale modeling system. Extreme nested gridding or linkage to a sub-grid computational 

fluid dynamics model may be necessary.  

As discussed in Section 8, consistency of map projections, map parameters, and input 

databases like terrain and landuse may be important at the mesoscale for accurate plume 

transport and dispersion modeling. Although there were some advantages of on-line modeling 

systems with respect to consistency, it was also mentioned that with effort off-line modeling 

systems could be made consistent as well. In our opinion, consistency of databases (and 
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physical parameterizations) is an important issue to explore at the mesoscale, but it is not 

uniquely an off-line vs. on-line issue.  

Summary: The majority of CBRN plumes are unlikely to alter the mesoscale meteorology, 

hence feedback is not an issue. Exceptions are large releases, such as IND’s, large-scale fires, 

and dust storms. For these cases, two-way plume-to-met feedback is likely important and on-

line systems would be more efficient in handling the potentially large I/O exchange between 

the models. Inaccurate calculation of buoyant rise for small-sized energetic releases can alter 

plume transport direction; however, the two-way plume-to-met feedback is difficult to 

account for in a mesoscale modeling system due to it typically being a sub-grid scale process. 

  

9.8 Ease of Leveraging of Existing Codes 

Decades of effort have gone into the development, testing, and improvement of the Met and 

T&D codes used in the CBRN community. Although coupling Met and T&D codes is not trivial, it 

would be relatively easiest to couple them in an off-line manner and it would certainly be 

enormously less time-consuming than coding both Met and T&D codes from ground zero in a 

coupled manner. To loosely-couple the codes in an off-line manner, the main coding necessary 

to implement is the interface to convert the output files of the Met model into the input format 

of the T&D model, calculate the missing inputs, and perform spatial and/or temporal 

interpolation if required. Some additional recoding may be necessary depending on how much 

needs to be shared between the codes, e.g., some additional variables might need to be printed 

out, similar options will need to be selected in the input data. 

Loosely-coupling existing Met and T&D models in an on-line manner Is likely only slightly 

harder than loosely-coupling them in an off-line manner. Similar to the loosely-coupled off-line 

system, the main consideration is the interface coding to convert the Met output to the T&D 

input format. As will be discussed further in Section 10, there are several options for combining 

the Met and T&D codes into one loosely-coupled on-line code that would be relatively 

straightforward: for example, having one of the codes put into the other code as a subroutine. 

Some additional coding work will likely be necessary to ensure internal consistency of variable, 

subroutine, and function names. Perhaps the simplest solution is to build a loosely-coupled on-

line system by linking the Met and T&D codes via I/O virtual files, i.e., rather than writing I/O to 
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the hard disk, files are written to and read from RAM. In this case, the two codes are mainly 

untouched and the only modification necessary is the way the I/O is written and read (see 

Section 10.2 for more information). The next easiest solution is via the plug-and-play approach, 

where the two models are used as separate components and implemented into a toolkit or 

framework that handles the data communication and transformation (see Section 10.4). In this 

case, the data to be shared will need to be recast into specific data formats. Similar 

considerations are valid when the T&D model is incorporated as a subroutine of the Met model, 

thus building a monolithic code, but the two codes are kept mainly unaltered. Although being 

relatively fast and easy to implement, these approaches are more suited for loosely-coupled 

systems. In fact, these approaches make it difficult to share subroutines. Therefore, to 

harmonize certain aspects of the codes, parameterizations and numerical schemes may need to 

be reimplemented into either the Met or the T&D model instead of using what is already 

present in the other model. 

In either the on-line or off-line case, major effort will be required to make either 

tightly-coupled. This is due to the many choices necessary to be made regarding whether the 

T&D or Met model schemes, parameterizations and databases should be kept, determining in 

which cases both need to be kept, and if necessary, how to best merge them. In the long-run it 

might be easier (from a coding perspective) to maintain a tightly-coupled on-line code because 

any changes to databases, parameterizations, and other algorithms that are used in common 

can be done once in just one code. In the short term, however, making a tightly-coupled on-line 

system from pre-existing codes will be more arduous as compared to a tightly-coupled off-line 

system.  

The difficulty of the task will depend strongly on the implementation of the original Met and 

T&D codes (highly modular vs. “spaghetti” code) and the design of the target on-line system. 

Two options exist: (1) merging the Met and T&D models into a unique code, and (2) dividing the 

Met and T&D models into elementary components and then assembling them using the “plug-

and-play” approach (see Section 10.4 for more details). In both cases, the existing models will 

lose their identity and significant rewriting is necessary, but all or many of the issues discussed 

in Section 8 can be addressed.  

One question to ask is whether leveraging existing tightly-coupled on-line models without a 

full-suite of CBRN capabilities (e.g., OMEGA, COAMPS) is “better” than starting from 
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loosely-coupled on-line models with comprehensive CBRN capabilities (e.g., WRF, SCIPUFF). In 

Section 10, we address this further and discuss the issues and difficulties with pursuing either 

route.  

Finally, if feedback mechanisms are required in the coupled modeling system, then new 

features need to be implemented in both the Met and T&D models for two-way coupling. As 

discussed earlier, an on-line system is computationally more efficient for incorporating two-way 

feedback between the Met and T&D model. We are not aware of any mesoscale on-line models 

to leverage in the CBRN community that already have a two-way feedback capability (although 

the preliminary steps are being taken with COAMPS to do so, see Westphal et al., 2011). The 

effort will depend on the specific feedback mechanism to include in the model (e.g., 

thermodynamic feedback, density driven, radiation balance) and the Met and T&D models 

chosen. Since it is not straightforward to have two-way feedback between an Eulerian Met and 

Lagrangian T&D models (see Section 9.10), it is likely easier to leverage Eulerian T&D models for 

an on-line system with two-way feedback. At the urban scale, there are a number of coupled 

on-line CFD models with feedback, but the majority of them do not have a full suite of CBRN 

capabilities (see Section 11 for further analysis). 

Summary: In general, the level of effort required to leverage existing Met and T&D codes to 

create a loosely-coupled off-line modeling system is similar to that for a loosely-coupled on-

line system. On the other hand, the level of effort required to create a tightly-coupled on-line 

system from existing models is higher as compared to a tightly-coupled off-line system. To 

create a tightly-coupled on-line modeling system with a full suite of CBRN capabilities, it is 

not clear whether it is advantageous to leverage existing tightly-coupled on-line model 

systems without a full-suite of CBRN capabilities or existing off-line models with a full-suite of 

CBRN capabilities. 

 

9.9 Ease of Parallelization 

Parallelization of Met and T&D codes is key for meeting run-time constraints and high grid 

resolution requirements imposed by specific applications. Parallelizing computer codes is 

becoming much more commonplace with the rise of multi-processor workstations and laptops, 

compilers that include automated parallelization capabilities, and straightforward coding 
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options like OpenMP (computing.llnl.gov/tutorials/openMP) for shared memory platforms and 

MPI (Message Passing Interface Forum, 2012) for clusters. For example, the OMEGA mesoscale 

code and the CMAQ photochemical model use MPI, the FAST3D-CT CFD code, MESO-RUSTIC, 

QUIC-CFD and the QUIC-URB diagnostic wind solver use OpenMP, whereas the ANSYS Fluent 

CFD code and the COAMPS and WRF mesoscale codes adopt hybrid MPI and OpenMP 

parallelization. SCIPUFF does not implement any parallelization yet, but the development team 

is planning on using OpenMP and possibly OpenMPI (Sykes, 2013, personal communication). 

The adoption of the OpenMP and MPI standards is due in part to their integration with the 

programming languages usually used in scientific programming, namely Fortran, C++, and, to a 

lesser extent, Java. The effort required to parallelize an existing code depends on its 

implementation (a “spaghetti” code will be more difficult to parallelize than a well-organized 

code), the types of algorithms (e.g., iterative equations, types of nested loops, reduction 

calculations), and the adoption of specific coding techniques for computational efficiency. Both 

loosely- and tightly-coupled off-line modeling systems are typically straightforward to 

parallelize with OpenMP, although it can be difficult to write scalable code (van der Paas, 2010; 

Süß and Leopold, 2006a). Tricky aspects of OpenMP code writing are related to, for example, 

private vs. shared variables, racing conditions (i.e., synchronization of calculations), false 

sharing, do loop nesting order, irregular algorithms (e.g., sorting algorithms, volume rendering) 

and Open MP command overhead vs. number of calculations (e.g., Ayguadé, 2007; Bader and 

Hager, 2006a; Süß and Leopold, 2006b). When using MPI, efficient code can be produced by 

paying attention to the cost of communications, blocking vs. non-blocking communications, 

latency vs. bandwidth, load balance, synchronization, and other aspects (e.g., Bader and Hager, 

2006b).  

Because several on-line modeling systems associated with the CBRN community have been 

parallelized, we asked developers of these codes if there were additional concerns with 

parallelizing an on-line code relative to an off-line one: 

• A lead developer responsible for parallelizing the on-line HIGRAD Met/CFD model told 

us that parallelization of their advection-diffusion solver was no more difficult in an on-

line system as compared to doing it off-line (Sauer, 2013, personal communication). In 

fact, Sauer indicated that because of the way they modularize code in HIGRAD, it might 

actually be faster to code the parallelization in the on-line system since the same 
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advection-diffusion solver is called for the scalar transport of a contaminant as well as 

for the heat and moisture conservation equations. That is, once parallelization was 

completed for the Met model it was effectively also done for the Eulerian plume solver.  

• The lead developer of the on-line and parallelized OMEGA mesoscale code thought that 

it would be a fairly similar level of effort to parallelize an existing on-line code as 

compared to an off-line system (Bacon, 2013, personal communication). Bacon thought 

it might be slightly harder to parallelize the on-line system just because of the additional 

detail of having two models intimately communicating with one another within the 

same code. 

• The developer of QUIC-CFD and an LES code indicated that he thinks that the time it 

would take to parallelize the off-line codes would be a factor two longer than an on-line 

code because everything would have to be repeated twice (Gowardhan, 2013, personal 

communication). Like the HIGRAD developer, Gowardhan indicated that the advection-

diffusion component of the momentum, heat, and scalar conservation equations are 

typically the same and called just once as a function, such that only one function needed 

to be parallelized, as opposed to multiple equations in an off-line system. Gowardhan 

has also embedded a new Lagrangian random-walk code from scratch into his LES code 

and indicated that coding was straight forward and no more difficult than it would have 

been to link the two models via an off-line manner.  

The speed-up of implementing a parallelized code alluded to above for on-line systems is only 

for the Eulerian case in which the numerical scheme is identical for the advection-diffusion 

terms in the momentum, heat, and scalar concentration equations. This is often the case, but 

not always (see discussion in Section 8.6 regarding reasons to have different numerical schemes 

in the Met and T&D advection-diffusion schemes). Similarly, for on-line systems with a 

Lagrangian T&D model, there is likely no on-line advantage with respect to ease of 

parallelization.  

Summary: On-line coupled Met and plume modeling systems are not, in general, any more 

difficult to parallelize than off-line modeling systems. The most important factor is how the 

original non-parallelized codes are written and organized. 
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9.10 Issues with Implementing Lagrangian T&D Models with Feedback 

In principle, Lagrangian T&D modeling approaches like puff models and random-walk transport 

and dispersion codes can be adopted into an on-line framework. However, if feedback from the 

plume onto the meteorology needs to be accounted for, then the use of Lagrangian T&D 

models will be involved because parameterizations will need to be developed to represent the 

feedback from the Lagrangian T&D model onto the meteorology. That is, unlike Eulerian grid-

based solvers in which the concentration equation can be relatively easily linked and integrated 

with the heat, momentum and moisture equations in the Met model to handle two-way 

feedback, there is no standard method for a Lagrangian model to “interact” with the Met/CFD 

model conservation equations in a quantitatively precise manner. 

The parameterization of the feedback from the Lagrangian T&D model back to the Met model 

can be illustrated through a simple example of a large smoke release covering a relatively large 

area within a mesoscale domain. If the transport and dispersion of the particle-laden smoke is 

handled with a Lagrangian puff or random-walk approach, then a parameterization will need to 

be developed to relate the Lagrangian T&D model particle concentration to opacity, so that it 

can then be fed into the Met model at specific time intervals to account for the altered short- 

and long-wave energy balance. If the smoke is created from a large fire, then the heat will need 

to be fed back into the mesoscale meteorological model as well in order to account for the 

buoyant rise and resultant circulations resulting from ground-level convergence and upper-level 

divergence, as well as the interaction of the fire-generated heat with the ambient atmospheric 

stratification.  

On the microscale, some of the issues can be illustrated through a seemingly simple example 

involving a radiological dispersal device (RDD) detonation in a city. Although Lagrangian models 

like ERAD, SCIPUFF, and QUIC have developed approximated schemes that account for buoyant 

rise due to the heat generated by explosive releases, the question is whether they will work 

well over a wide range of conditions. In this urban scenario, the heat released by the high 

explosive will heat the air and result in a buoyant force pushing the particles upwards. If the 

release was near the upwind side of a building, the buoyant updraft will interact in a non-linear 

manner with the building-induced downdraft on the front face of the building (see Figure 9.1). 

Furthermore, the rising cloud would likely form counter-rotating vortices due to drag and 

buoyancy-induced motion, resulting in enhanced mixing of the cloud and complex feedback 
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between the heat and momentum equations and the turbulence model. In an Eulerian 

modeling system with appropriately high grid resolution, these complex interactions can be 

handled internally via communication between the mass, heat, momentum, and scalar 

concentration conservation equations. For a system with a Lagrangian T&D modeling system, all 

of these complex non-linear interactions would need to be parameterized in some ad hoc way 

and it’s not clear that it can be done in a rigorous and accurate manner for complex scenarios 

and geometries. 

 

Figure 9.1. Interaction between the buoyant rise of the particles in an RDD after the explosion and the 
downdraft at the upwind face of a building.  

Summary: It is not as straightforward to implement an on-line modeling system with two-

way feedback using a Lagrangian T&D model as compared to an Eulerian approach. Special 

parameterizations will need to be developed to link the T&D and Met/CFD models and it is 

not clear if they will be valid for complex scenarios and geometries.  

 

9.11 Issues with Implementing Eulerian T&D Models with Feedback 

An Eulerian advection-diffusion concentration solver can be coded into an existing prognostic 

Met model or CFD model to create an on-line modeling system. As mentioned in Section 9.9, 

the coding can be relatively straightforward as the scalar concentration equation is very similar 

to the mass and heat equations already in the Met and CFD codes and in principal they just 

need to be slightly altered for concentration. However, there are several issues specifically 

related to Eulerian modeling that need to be addressed, as well as issues related to accurately 

accounting for two-way feedback. As discussed in Section 8, there are numerous tricky issues 
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that need to be weighed related to the advantages and disadvantages of consistent numerical 

schemes, vertical and horizontal coordinate systems, and grid size.  

On the mesoscale, Eulerian T&D models will typically require higher resolution than the 

meteorological model in order to accurately resolve a CBRN plume. To achieve this, the T&D 

model may need to be run on a subdomain of the Met grid at higher resolution, requiring 

interpolation of the Met fields and potentially introducing mass consistency issues (see Section 

8.7). Furthermore, for two-way feedback, the transfer of information from the higher resolution 

plume grid to the larger meteorological grid will require some consideration of the averaging 

methods. Although Eulerian T&D models are easiest to link with Eulerian Met models to handle 

two-way feedback (see Section 9.7), there are few existing mesoscale Eulerian T&D models with 

a full-suite of CBRN capabilities, thus much effort will be needed to incorporate different CBRN 

source types. It should be noted that many mesoscale models often have a “fixed” atmospheric 

gases and particle composition in their radiation balance equations, so they may need to be 

adapted to account for the feedback of a particle-laden plume on the solar flux.  

For microscale applications, many CFD models have an advection-diffusion solver for the scalar 

concentration and thus implicitly include the potential for two-way feedback. However, like 

mesoscale models, few if any include a full suite of equations needed for atmospheric plume 

transport problems involving CBRN source types. For example, for a biological wet slurry 

release, the equations for evaporation of the droplets and the conservation equations for 

moisture are likely not part of most CFD models. In addition, some aspects of T&D modeling are 

more difficult to handle with Eulerian models, for example, particle-size dependent 

gravitational settling which requires implementation of multiple scalar concentration equations 

for different particle size bins. Furthermore, many CFD models do not include radiation balance 

and surface energy budget equations as well, which are required for calculating the impact of 

particle concentration on the solar radiation flux and for computing the surface temperature. 

Consequently, equations and parameterizations may need to be added to CFD solvers to 

adequately handle CBRN plume dispersion and feedback. 

In the RDD example cited above in Section 9.10, particular attention needs to be devoted to: (1) 

the appropriate grid size to capture the velocity and temperature fields within the high 

explosive, (2) whether the diffusion inherent in the numerical scheme will overwhelm the 

actual turbulent mixing of the cloud, and (3) how to account for the buoyancy-induced 
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turbulence in the turbulence closure. In fact, it is very common for a CFD or Met model to 

obtain different answers when using a different grid resolution, numerical schemes, and 

turbulence closures. 

Summary: Although it is more straightforward to implement an on-line modeling system with 

two-way feedback using an Eulerian T&D model as compared to an Lagrangian approach, 

there are numerous issues related to properly resolving the typical thin CBRN plume, 

numerical diffusion, and interpolation issues that need to be addressed. 

 

9.12 Necessary Expertise 

Historically, Met and T&D code development were not coordinated and were developed 

independently from one another by experts in their respective fields. There are significant areas 

of overlap and common knowledge in the two communities (e.g., surface layer similarity, 

boundary-layer turbulence, Navier-Stokes equations, atmospheric stratification), but typically 

specialists in meteorological modeling and those in plume transport and dispersion modeling 

were not one and the same. Even today, the majority of meteorological modelers tend to be 

trained in atmospheric sciences and focus on weather, while plume dispersion modelers tend 

to be from the engineering community and focus on atmospheric boundary-layer physics.  

Many of the Met and T&D codes that have been coupled have been done so in a loosely-

coupled off-line fashion. In this case, the necessary expertise to implement such a system is 

relatively low. In its simplest form, it can suffice to have a simple script calling the Met and T&D 

model executables in sequence and converting the Met output data in the format required by 

the T&D model. The same approach can suffice even for loosely-coupled on-line modeling 

systems in which data are exchanged via RAM instead of via files written to and read from the 

hard disk. In this case, some code modifications will be necessary to make the Met and the T&D 

models part of the same executable (e.g., to avoid having different variables called with the 

same name). In a loosely-coupled off-line or on-line system, it is likely that someone familiar 

with both fields could couple the models, perhaps with some questions to clarify issues from 

the Met and/or T&D expert, i.e., it would not require experts in both Met and T&D modeling to 

work together closely to accomplish such a task. One caveat is that adopting the plug-and-play 

approach via specialized software to achieve a loosely-coupled on-line system (see Section 10.4 
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for more information) might require someone with a good software engineering or 

programming background as well. 

Developing a tightly-coupled on-line modeling system is likely to require multidisciplinary 

teams working closely together. In fact, it is fairly unlikely that a researcher belonging to one 

community will have the necessary expertise to solve problems ranging from numerical 

weather prediction to plume dispersion algorithms, from partial differential equation numerical 

schemes to random-walk numerical schemes, from rain and cloud physics to source terms, and 

from radiation balance and surface energy budget equations to specialized CBRN physics and 

thermodynamics. In all likelihood, it will be necessary to have meteorological modelers working 

with experts on CBRN plume dispersion to achieve a tightly-coupled on-line modeling system. 

We also think that a tightly-coupled on-line system can be accomplished much faster if the 

meteorological modeling and plume modeling teams are in close vicinity because of the 

likelihood of daily interactions and questions.  

Scientists and software engineers might have to collaborate as well if the software complexity 

exceeds the common knowledge of the meteorologists and plume dispersion modelers. For 

instance, Section 10 describes a number of non-standard ways to implement the on-line 

coupling paradigm, while Section 9.9 discusses parallel programming. While I/O files and 

building a monolithic code are rather easy to implement, the use of frameworks and toolkits, 

and efficient scalable parallel programming can be more challenging for scientists. In this case, 

it may be necessary (and recommended) to involve software engineers or programmers to help 

develop high performance parallel programs as well as to modernize legacy codes, handle 

complex I/O, test codes, and implement code version control. In fact, many scientists with no 

formal training in software engineering tend to overlook the code design, testing, and 

portability based on the assumption that writing codes is easy (Segal, 2008, 2009). Another 

problem according to Carver et al. (2013) is that “while [scientists and engineers] often develop 

good code, many of these developers are frequently unaware how various software engineering 

practices can help them write better code … All too often, scientists and engineers possess just 

enough programming knowledge to get by, but are not exposed to software development as 

practiced in the commercial world. As a result, they don’t know what they don’t know”. 

The debate about how to best leverage the skills of scientists and software engineers is ongoing 

and some cases of bad programming by scientists seem to support those who advocate the 
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necessity to have software engineers involved in the code development (see for instance the 

article by Merali, 2010). Some conflicts and communication problems will need to be accepted 

and tackled if software engineers are to work with a group of scientists for the first time; in the 

long run, however, this approach is expected to provide some advantages for large code 

development. Segal (2008), who wrote an article entitled “Scientists and Software Engineers: A 

Tale of Two Cultures” indicates that some of the causes of the friction between scientists and 

software engineers will be due to conflicting expectations of the two communities, different 

values ascribed to the importance of the software versus the science, contrasting methods of 

communication (i.e., informal vs. formal), and differing views on the manpower necessary to 

complete programming and scientific algorithm tasks. In addition, Segal (2008, 2009) found that 

the location of the working groups appears to influence the outcome: due to the “cultural” 

differences, having the groups working close together (at least for part of the time) is extremely 

valuable because scientists are more used to informal face-to-face communication. For 

instance, Segal (2009) reports that in her case study that performance was improved as a result 

of “The development team hav[ing] encouraged user feedback by organising code camps, in 

which most of the development team relocate to a user location for a few days, and user 

workshops”. In addition, Segal found that this approach might be more successful when the 

development is based on the scientists’ feedbacks and not only on strict requirements decided 

a priori.  

Summary: Development of off-line systems is at an advantage as compared to tightly-coupled 

on-line systems in regards to required expertise. To realize a tightly-coupled on-line system, 

meteorologists and plume dispersion experts will have to work closely together. In addition, 

depending on the complexity of the modeling system design, it may be necessary to involve 

software engineers. It is the opinion of the authors that the most efficient result will be 

obtained by having the Met modelers, T&D modelers and software programmers working 

together in close vicinity so as to foster prompt communication and problem solving. 

 

9.13 Long-Term Maintenance 

The efficiency and ease of long-term maintenance of codes depends strongly on whether the 

Met and T&D codes were developed by the same team, or if they were developed by different 

teams at separate locations. In the latter case, even for the loosely-coupled off-line paradigm, 
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the different groups may implement different software modifications over time, such that the 

new version of one of the two codes is no longer compatible or consistent with the other. For 

instance, due to funding issues, the T&D group might not have the resources to update their 

code after a modification in the Met code output structure. Consequently, the coupling will be 

possible only with the old version of the Met code.  

We believe that long term maintenance being more difficult for Met and T&D models 

developed by separate groups will hold for loosely-coupled on-line coupled models as well. In 

both the loosely-coupled on-line and off-line cases, in order to maintain the capability to have 

the two models working together, the two groups will need to jointly plan model research and 

development to a certain degree, but the most important thing is keeping the I/O part of the 

code (i.e., the Met and T&D communications) up to date. Another drawback for loosely-coupled 

systems developed by different teams is that one team might not have the necessary resources 

or might not approve of or be interested in the modification(s) desired by the other team.  

Tightly-coupled off-line modeling systems will likely be even harder to maintain in the long run 

since any changes in underlying databases, algorithms, and parameterizations will need to be 

carried out on both codes at the same time by the two teams, thus effectively doubling the 

resources needed (that is, if they want to maintain the tight-coupling). In this respect, tightly-

coupled on-line modeling systems simplify issues related to long-term maintenance and 

consistency between codes. However, tightly-coupled on-line codes that were developed by 

leveraging existing standalone Met and T&D codes may have another drawback: the groups 

who developed them will likely need to maintain multiple versions of their codes, one to satisfy 

customer needs for the standalone version and one to meet the different constraints of an on-

line system.  Pleim et al. (2009) mention this in regards to the CMAQ photochemical model, 

which is used in both an on-line and off-line system.  The importance of keeping the off-line and 

on-line versions of CMAQ consistent over time drove them to their decision of using the virtual 

file approach for implementing the on-line system (see Section 10.2). 

Summary: Long-term maintenance of codes is much easier if the same team develops both 

the Met and T&D codes. Long-term maintenance may be more difficult for coupled systems 

that leveraged already existing standalone codes since the developers may need to maintain 

multiple codes: one for the standalone version and one for the coupled version.  
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10 Different Methods for Implementing On-Line and Tightly-Coupled 
Off-line Modeling Systems 

In this section, we will discuss strategies for implementing on-line modeling systems, including 

the so-called monolithic approach, the plug-and-play procedure, the shared library technique 

and the virtual file scheme. In the following sub-sections, the four on-line coupling strategies 

are described along with a few examples of how they have been exploited in practice. Since we 

feel that the tightly-coupled off-line approach could satisfy many of the consistency issues 

described in Section 8, we also describe different methods that have been used in the past and 

highlight issues that will need to be considered when going from a loosely-coupled off-line 

approach to a tightly-coupled one. Pros and cons of the different approaches are summarized 

in Table 10-1 at the end of this section. 

 

10.1 Monolithic Code Approach to On-line Coupling 

The monolithic code approach simply means that the Met or CFD model and the T&D model 

are in the same source code. Typically, the T&D model is implemented into the Met or CFD 

model and is called as a sub-routine. This allows for computationally-efficient exchange of 

information between models via RAM through argument lists, global variables or other intra-

process storage/communication. Integration has been typically accomplished with Eulerian-

based T&D models since they match the Eulerian structure of Met and CFD models. As 

discussed in Sections 4 and 9.9, several model developers have indicated that it is relatively 

straight forward to implement the scalar concentration advection-diffusion solver into the Met 

or CFD code and obtain a tightly-coupled system because they only need to slightly modify the 

heat or moisture advection-diffusion solvers already in the code. Coding a concentration 

equation into an existing Met or CFD model is the most efficient way to create a tightly-coupled 

modeling system and means the linked models can more easily share model components (e.g., 

parameterizations, numerical schemes, databases, grid structure) instead of duplicating them 

as in tightly-coupled off-line schemes. The monolithic code approach is also the most 

straightforward approach for incorporating two-way feedback, in part because the T&D model 

variables can potentially be directly used in the Met model equations (e.g., modifying the 

temperature in the heat equation, the moisture variables in the moisture equation, or the 

aerosol concentration in the solar radiation equations). 
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Many CFD models are already tightly-coupled on-line systems, but the majority of coupled Met 

and T&D modeling systems are off-line since each model has been historically developed in 

different communities. If existing T&D and Met models are being integrated into a single 

monolithic code, then significant modifications to the two models will likely be required 

depending on the degree of merging and tightness of coupling desired. For instance, the 

variables of the two models can be harmonized or kept separate. Obviously, the former is more 

time-consuming to implement than the latter, but it also reduces redundancies (e.g., 

duplication of large arrays) and limits inconsistencies (e.g., physical constants with different 

values). Significant work on making map projections, databases, physical parameterizations, 

and numerical meshes work together and be as consistent as possible will be necessary to make 

the codes tightly-coupled. As discussed in Section 8, the integrators must weigh the advantages 

of making schemes consistent to reduce errors (e.g., interpolation errors) versus those schemes 

in which consistency could degrade the accuracy of plume transport and dispersion calculations 

or increase run time (e.g., consistency of grid size). 

One may also consider merging a Lagrangian T&D model into an existing Met or CFD model. In 

addition to consistency of input databases and map projections, the main reason for doing so 

would be to enhance the run-time for applications in which many wind and turbulence fields 

are passed to the Lagrangian T&D model at high temporal resolution (i.e., for rapidly 

time-varying meteorology). However, it may be more straightforward to on-line couple the 

codes for this purpose using the virtual file or shared library approach as described below in 

Sections 10.2 and 10.3. Lagrangian T&D approaches are not suggested if feedback mechanisms 

are essential to include in the on-line system, as significant research and parameterization 

development would need to be performed.  

Examples of on-line codes in which scalar concentration equations have been added to a Met 

model include Enviro-HIRLAM, WRF-Chem, and COAMPS. It should be emphasized that the T&D 

models in these on-line systems do not have CBRN capabilities. An example of an on-line 

meteorological modeling system with a Lagrangian T&D model is the TAPM code. The OMEGA 

model is an example of an on-line modeling system built from the ground up, rather than 

leveraging existing codes. Examples of on-line CFD codes with scalar concentration advection-

diffusion solvers with some CBRN capabilities include FAST3D-CT, FEM3-MP, and MESO-RUSTIC. 
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An issue to consider when leveraging existing Met and T&D models to make a monolithic 

tightly-coupled modeling system is the potential for duplicate versions of the codes existing in 

the community since the individual Met and T&D models are likely to undergo continuous 

development on their own. This may mean duplication of effort to maintain the tightly-coupled 

on-line version will be required.  

 

10.2 Virtual File and RAM Disk Approach to On-line Coupling 

On-line coupling via buffered virtual I/O files is realized by compiling the two codes into a 

single executable and having them pass information through files written to RAM instead of the 

hard disk. The codes are repeatedly executed for a very short length of time so there is some 

overhead in starting and stopping the codes. The advantage of this approach is that the two 

codes are left relatively unaltered and so it is a relatively fast approach to implement when 

leveraging existing codes. The main coding required is a preprocessor to convert the Met 

output files into the input format of the T&D model, interpolate and re-project if grid meshing 

and map projections are not the same, and diagnose variables that are not part of the Met 

output. Furthermore, this method is not conducive to the sharing of subroutines or databases 

between the two codes. This approach is most amenable to creating a loosely-coupled on-line 

modeling system and its main advantage is being easy and fast to implement. This paradigm 

can be used to include two-way feedback between the Met and T&D model. 

The coupling of WRF and CMAQ by Wong et al. (2012) is an example of an on-line coupled 

system using virtual I/O files. In this case, CMAQ is called as a subroutine of WRF but data are 

exchanged through virtual (RAM) files. In this case, both WRF and CMAQ use the IOAPI_3 

library (see Wong et al., 2012) to manage the reading and writing of data. The user specifies in a 

run-script if the code output goes to a physical file on the hard disk or to a virtual file, i.e., no 

modifications are necessary to switch between the off-line and the on-line coupled versions. 

The loosely-coupled on-line version works this way (Wong, 2012, personal communication): 

• WRF performs its calculation; 

• the pre-processor “aqprep” is called to translate the Met data and write it to buffered 

files in RAM; 

• CMAQ is called and performs its own calculation and when that calculation requires Met 

data, it will retrieve it from the buffered file by calling read3 (a function of the IOAPI_3) 
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rather than the normal read statements as is done with a regular physical file on hard 

disk; 

• when CMAQ reaches the aerosol calculation, it writes out aerosol information to a 

buffered file; 

• WRF performs its calculation (this is back to step 1) but this time, since CMAQ aerosol 

information is available, it will read it using the read3 statement, process the data, and 

put it into the WRF GRID structure so it can be used in the radiation calculation. 

As it can be seen, the only difference with conventional coding practice is the use of the 

IOAPI_3 library, that allows the code to easily switch between writing to/reading from the hard 

disk and the RAM in a way that is totally transparent to the user. This was first done in MM5 

and then ported to WRF (www.ie.unc.edu/cempd/projects/ppar/doc/report.1997.html). Only a 

user-specified number of time steps are kept in the buffered file, i.e., this is not used to save 

information for later processing (such as for plotting purposes), but rather a way to couple 

models. More information on IOAPI_3 can be found in Wong et al. (2012) and at: 

www.baronams.com/products/ioapi/BUFFERED.html#pvm 

niceguy.wustl.edu/mapserver/temp/HTML/BUFFERED.html 

USEPA researchers have used virtual files in the coupling to speed up the reading/writing in the 

on-line configuration, when the exchange of data can occur every couple of minutes. An 

alternative to using virtual files is the use of a RAM disk or virtual RAM drive, i.e., a block of 

RAM that a computer treats as if it were a hard disk. As for virtual files, the files are volatile, i.e., 

they disappear if the machine is turned off or restarted. In addition, specific software or 

operating system provided capabilities are needed to allocate the memory, whereas the 

write/read of the output/input files is done as for conventional physical hard disks. 

 

10.3 Shared Library Approach to On-line Coupling 

Shared libraries are commonly known as dynamic link libraries or DLL’s under MS Windows 

systems, have the .dylib extension under Mac OS X, and the .so extension under Linux systems. 

There are some differences among them and it is beyond the scope of this section to review 

them in detail. Here, only general features will be discussed. 

http://www.baronams.com/products/ioapi/BUFFERED.html#pvm
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As the name suggests, a shared library is a library that contains code and data that can be used 

by more than one program at the same time. By using a shared library, a program can be 

modularized into separate components and each component is only loaded when its 

functionality is requested. The main advantage of using shared libraries instead of building 

monolithic codes is that the part enclosed in the shared library can be upgraded in functionality 

without requiring that the final application is re-linked or re-compiled (as long as the function 

arguments, calling conventions, and return values do not change). This is particularly 

advantageous when independent groups develop the different functionalities of an application. 

Contrary to executables, shared libraries cannot function on their own and need an application 

to call them (i.e., they do not have a main function). The shared library and the program that 

calls it cannot access other variables in the RAM as in the monolithic code approach, so if they 

need to share information, it needs to be exchanged through a function argument or to be 

written to and read from a file. The latter approach is not usually adopted.  

The developer of a shared library can choose which functions can be called by an external 

program, i.e., the exported functions. Some compilers allow exporting a function directly in the 

source code by using a modifier in the function declaration. Other times, the developer must 

specify exports in a file that you pass to the linker. For instance, in the Compaq Fortran 

compiler one is allowed to export a function named MyFun in the following way: 

Subroutine MyFun(params) 
 !DEC$ ATTRIBUTES DLLEXPORT:: MyFun 
 … function body 
 return 
end 

The keyword !DEC$ ATTRIBUTES DLLEXPORT:: specifies this is a function that can be called by 

an external application. Some general information about DLL’s can be found at: 

support.microsoft.com/kb/815065 

en.wikipedia.org/wiki/Dynamic-link_library 

In the second author’s experience, shared libraries are a very convenient approach when the 

different codes are written in different languages that can easily communicate with each other, 

as with C and Fortran. It requires more coding if the two programming languages need to 

communicate through an intermediate language. For instance, Java and Fortran need an 

intermediate layer in C to communicate. In addition, depending on the compilers used, some 

data structures will need to be re-arranged in a different format to be passed in an argument 
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list. For instance, the Compaq Fortran compiler was not able to pass structures between C and 

Fortran. Another issue to pay attention to is how the different languages store variables in 

memory, e.g., arrays are stored in a row-wise fashion in C and in a column-wise fashion in 

Fortran. 

 

10.4 Plug-and-Play Approach to On-line Coupling 

In the plug-and-play approach each model or specific functions (e.g., interpolation scheme, 

turbulence parameterization) are enclosed into a module and then modules exchange data 

through standard interfaces and data types. The different modules can exchange data directly 

(in a peer-to-peer fashion) or through a central server. In addition, intermediate entities can be 

present to process the data from the source module and converting them into the appropriate 

format for the target module (e.g., by carrying out interpolation between different grids). On 

distributed computing systems, these intermediate entities are also responsible for the data 

transfers. Modules are sometimes called components. Similar to the monolithic code approach, 

this technique reduces redundancies (multiple implementations of the same function) and 

promotes consistency. In addition, this approach facilitates changing the modeling system 

configuration, i.e., it makes it easier for the user to select which models, parameterizations, 

numerical cores, and so on to use for a specific simulation. Dr. Benjamin Sanderson (2012, 

personal communication) told us this was found to be a great advantage for climate scientists 

at UCAR because this approach allowed them to try different sub-models in a very easy and 

safe way. 

The difference between the plug-and-play and the monolithic code approaches lies in the effort 

needed for adding new options or swapping in a new scheme (e.g., a new PBL parameterization 

scheme). Thanks to the high modularity and separation of components, the plug-and-play 

approach makes this task much easier in principle. In addition, each module can have its own 

internal data structure (e.g., vertical coordinate system, grid) and all the necessary conversions 

and data recasting are managed by pre/post-processors between the modules. This also means 

that there is a separation between the data transformation and communication (e.g., grid 

interpolation, communication over a network) and the “scientific cores”. This approach makes 

it easy to add existing submodels to a main model and is therefore convenient for building 

loosely-coupled applications from existing models. When consistency is enforced, 
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tightly-coupled on-line systems can be built. The average scientist not trained as a computer 

scientist, however, would likely need to learn a new programming paradigm, and for some this 

may be a major obstacle to adopting the plug-and-play approach. 

The plug-and-play approach can be realized either with general tools or with in-house solutions 

apt to address a specific need. There are two types of general plug-and-play software tools: 

frameworks and toolkits. A framework enforces some design pattern on the developers and 

provides some tools for code generation. The developers insert the desired behavior (i.e., code) 

into various places in the framework. A toolkit is essentially a library, i.e., a set of functions that 

the developers can call as they wish. Hence, the main difference between the two plug-and-

play approaches is that the Met and T&D codes call toolkit functions, while a framework calls 

the Met and T&D codes.  

There are a number of frameworks and toolkits available and they all share some features: 

• the scientific modules (e.g., Met and T&D models, sub-sections of a model) and the 

other functionalities (e.g., interpolators) are connected through intermediate entities, 

sometimes called couplers or filters; 

• generic data types are provided (such as grids) and the user has to recast the data 

internal to a module into that format to communicate with the coupler or filter; 

• the user has to describe the distribution of grids over the computational resources, 

especially for distributed-memory applications; 

• the user has to identify the connection among components and which data 

transformation is necessary; 

• they are usually written to support Fortran as well as C++ applications because those are 

the two most frequently used programming languages in the climate/weather 

community; 

• they are implemented using an object-oriented design strategy; 

• they usually require that the user split an application into components and ensure that 

each component has well-defined stages of execution; and, 

• they have been designed to create on-line loosely-coupled systems.  

Note that tightly-coupled on-line systems can be realized by forcing the individual components 

to satisfy all the consistency issues presented in Section 8, e.g., by adopting consistent grids, 

map projection, and so on. 
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According to Michalakes (2010), the specific plug-and-play implementation defines whether the 

coupling is sequential, concurrent or a hybrid of the two and determines its functionality, 

efficiency, portability, flexibility, ease of deployment, use and maintenance, support, and 

adoption. Two aspects determine the performance of frameworks and toolkits: overhead and 

scalability. Overhead is mainly due to communication and data transformation (Jacob et al., 

2005). The data exchange rate depends on the domain decomposition strategy and the number 

of processors on each side of the transfer. In particular, the number of processors determines 

the size of each message and their number, so that above a certain number of processors there 

is a departure from the ideal speedup caused by accumulated latency costs. In the case of data 

transformation, the departure from ideality is due to load imbalance. In general, frameworks 

and toolkits will exhibit higher overhead and lower scalability compared to the monolithic code 

approach in order to provide an easy way to couple modeling systems. 

For on-line modeling systems built within “plug-and-play” software, two aspects influence the 

overall system speed: 

• the overhead imposed by the coupling mechanism itself (slowdown), e.g., recasting 

variables into specific types. The overhead is the amount of time components are forced 

to be idle while awaiting data from the coupler (Larson et al., 2005); 

• the possibility to have more submodules running concurrently (speed-up).  

The net result will depend on the specific application and implementation. For instance, 

Bettencourt et al. (2002) report an example in which the COAMPS numerical weather 

prediction model is linked to WAVEWATCH (WAVE height, WATer depth and Current Hindcast, 

Tolman, 1989) with a plug and play software called MCEL to simulate the evolution of a 

hurricane over sea. The WAVEWATCH model is designed to calculate the interaction between 

the wind, waves and currents and is used by COAMPS to compute the roughness length over 

the ocean. In the on-line coupled system, COAMPS provided 10 m wind speeds to WAVEWATCH 

every hour, which in turn provided the sea roughness to COAMPS. Bettencourt et al. found that 

if COAMPS and WAVEWATCH are run sequentially, the system required 348 s per hour of 

simulation for COAMPS and 249 s for the WAVEWATCH model, for a total of 597 s. However, 

when COAMPS and WAVEWATCH were run concurrently as two sub-modules within the MCEL 

software, they found that the solution was obtained in 374 s, corresponding to a factor of 1.6 

speed-up. That is, a modeling system designed to have the Met and T&D codes running 
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concurrently can run close to the speed of the slower code rather than the sum of the run times 

of the two independent codes. This is irrespective of whether or not the Met and T&D codes 

are developed as on-line or off-line systems.  

Although the main idea behind building a general tool is to dramatically reduce the developer 

effort required to build coupled models, it is the opinion of the authors that in some cases 

including a computer scientist on the team will be required to successfully and efficiently 

implement the plug-and-play approach. This is because the learning curve for the average 

scientist can be fairly steep and may divert their focus from actual model development, e.g., 

the implementation of a turbulence scheme.  

In the sub-sections that follow, the Model Coupling Environmental Library (MCEL), the Earth 

System Modeling Framework (ESMF) and the Model Coupling Toolkit (MCT) plug-and-play 

software packages will be briefly described. Other packages not discussed here include the 

GFDL Flexible Modeling System (www.gfdl.noaa.gov), the Goddard Earth Modeling System 

(gmao.gsfc.nasa.gov/systems/geos5), the MIT Wrapper toolkit (Hill et al., 1999), and the 

PILGRIM communications library (Sawyer et al., 1999). 

10.4.1 Frameworks 

Model Coupling Environmental Library (MCEL) 

The MCEL infrastructure consists of three core pieces (www.bettencourt.info/MCEL): a 

centralized server (or multiple centralized servers), filters, and numerical models (the clients). 

The server stores the coupling information and sends them to the clients upon request (e.g., 

the server may store the computed atmospheric fields and the ocean model can request the 

lowest model layer when it is run). The server uses a custom database for the storage of 

coupling information for the different models. This database stores all the data in a permanent 

fashion utilizing a netCDF file. The use of a central server for a set of applications represents a 

potential bottleneck, especially when dealing with massively parallel client applications. Filters 

work as intermediates in the communication process between the server and the client and can 

perform operations on the incoming variables (e.g., unit conversion). Clients make requests to 

filters that, in turn, collect the data from other filters or the central server, process the data, 

and return this information to the clients. Each client is responsible for the communication of 

data and grid information to the server. The communication between these objects is based on 

the Common Object Request Broker Architecture (CORBA). 
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Models are not combined into a single code, but rather coupled using an application 

programming interface (API), i.e., an interface protocol used to define how software 

components communicate with each other. Models share information through network 

communication, not files (the types of models for which MCEL was developed usually run on a 

cluster, not on a single machine). MCEL has been designed primarily for building on-line loosely-

coupled modeling systems from existing codes. MCEL has been used, for instance, to couple 

WRF to the Urban-CFD model (Coirier et al., 2006b). Ideally, the coupling should have been 

realized as in Figure 10.1 (left panel), with the filters converting the data of one model for the 

other. In practice, the filters were moved into the CFD model to leverage some existing classes 

(Figure 10.1 on the right). 

Ideal coupling using MCEL 

 

Implementation of the coupling 

 
Figure 10.1. Ideal (on the left) and real (on the right) coupling of WRF and an urban CFD model 

(adapted from Coirier et al., 2006b). 

 

The Earth System Modeling Framework (ESMF) 

The ESMF framework is the result of a multi-agency effort and was developed for climate, 

weather, and data assimilation applications. The ESMF software consists of an infrastructure of 

utilities and data structures for building model components, and a superstructure for combining 

them into applications (see Figure 10.2). In this context, a component is a code that has a 

standard calling interface and carries out a single specific function (Collins et al., 2005). By 

standard calling interface, we mean that the data passed between components have a format 

prescribed by ESMF, whereas internally each component can structure data differently. An 

ESMF component is composed of two parts: one supplied by the ESMF and one supplied by the 
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user. The part that is supplied by the framework is in the form of a pre-defined Fortran derived 

type. The user implements the component functionality (e.g., advection) using any convenient 

data structure. If appropriate, the user code can leverage the functionalities provided by the 

ESMF infrastructure (e.g., regridding methods), but this is not mandatory.  

The data flow from/to a component into one of the ESMF data types. This means that the user 

data structures need to be reconstructed from or recast into one of the ESMF data types. This 

choice makes the communication between components easier because they communicate 

using standard formats, whereas internally they can be totally different. A component can be 

defined in terms of the physical domain or process it represents or in terms of a computational 

or scientific function. There is a specific component type to implement the coupling, the 

Coupler Component. In this case, the user has to implement the data transformation between 

components (e.g., extraction of a portion of a grid, interpolation). The Coupler Component is 

also responsible for the data transfer. 

 

Figure 10.2. ESMF structure (from Stark et al., 2006). The user code sits between two layers, making 
calls to the infrastructure libraries underneath and being scheduled and synchronized by the 

superstructure above. 

 

ESMF can be used to split an application into basic functionalities and then connect the models 

in an on-line tightly-coupled fashion; otherwise, ESMF can wrap a whole model (e.g., the Met 

model) and make it work with other models in an on-line loosely-coupled way. For instance, 

ESMF has been used to couple WRF and HYCOM to realize a cloud-resolving, coupled hurricane-

ocean modeling system (Qiu et al., 2011). Both WRF and HYCOM are stand-alone codes that 

were wrapped into ESMF components. The ESMF driver was then used to call them in 

sequence. In this case, WRF provided the wind stress, thermal flux, and water mass flux to 

HYCOM, which returned the sea surface temperature (see Figure 10.3 for the schematic 

representation of their coupling). 
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Figure 10.3. Coupling of WRF and HYCOM through ESMF (adapted from Qiu et al., 2011). 

 

10.4.2 Toolkits 

Model Coupling Toolkit (MCT) 

The Model Coupling Toolkit - MCT (Larson et al., 2005) was originally built to support the 

coupling of modules within the Community Climate System Model (CCSM). However, it was 

developed to be a general-purpose library, so that other models could exploit its features. 

Specifically, MCT allows coupling individual parallel sub-models that simulate the behavior of 

physical subsystems. 

MCT is based on classes for data description, data transfer, and data transformation. The user 

has to recast the model data into MCT data structures and identify which modules need to 

exchange data and which operations are needed (e.g., interpolation, transformation). Then, 

MCT handles the parallel communication between the source module and the coupler, the 

interpolation and transformation of data across different domains if necessary, and the 

communication from the coupler to the target module. In the communication between a 

module and the coupler, for parallel applications, the user has to identify beforehand from and 

to which processor the data need to be transferred. The Model Coupling Toolkit was used to 

couple WRF, the SWAN model (Simulating WAves Nearshore), and the Princeton Ocean Model 

(POM) to create the Coupled Atmosphere-Wave-Ocean Modeling System – CAWOMS (Liu et al., 

2011). See Figure 10.4 for a schematic representation of the coupling. 
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Figure 10.4. Coupling of WRF, SWAN, and POM to simulate tropical cyclones (from Liu et al., 2011). 

 

10.5 Tightly-Coupled Off-line Systems 

The advantage of off-line coupling is found in the relative ease of linking existing Met and T&D 

models. Another advantage of off-line coupling is that by keeping the two codes separate, the 

development teams can keep add functionalities and modify their respective code as they wish 

without concern about impacting the other code (as long as the input/output structure does 

not change). Off-line modeling systems are usually coupled through I/O files: the Met model is 

run first, writes the files to the hard disk and they are then read in by the T&D model and used 

to drive the transport and dispersion. A pre-processor may be used to convert the output data 

of the Met model into suitable format for the T&D model. The pre-processor can also diagnose 

variables that are not present in the Met output. Examples of pre-processors used for off-line 

coupling are: 

• the Meteorology-Chemistry Interface Processor (MCIP), to connect WRF to CMAQ (Otte 

and Pleim, 2010); 

• the Mesoscale Model InterFace program (MMIF), to convert MM5 (version 3) and WRF 

(ARW core, version 2 and 3) output files into input files for the CALPUFF, AERMOD, and 

SCICHEM T&D models (Brashers and Emery, 2012); and, 

• the Data Transfer Facility (DTF), to couple WRF with Urban-CFD (Coirier et al., 2006a). 

If the pre-processor is embedded in the T&D model (or if a post-processor is embedded in the 

Met model), the coupled system will run faster due to one less write and read to the hard disk. 

Depending on the frequency of coupling and the size of I/O files, the off-line approach can be 
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computationally costly (see Section 9.1). However, this may be a suitable methodology for 

slowly varying meteorology requiring low coupling frequency (assuming this is known in 

advance), for batch applications, or for fast-running models. 

A tightly-coupled off-line system created from existing Met and T&D codes will likely require 

significant code modifications in order to make, for example, map projections, databases, and 

physical parameterizations consistent between the modeling systems. Determining which 

database or parameterization is the most appropriate will be difficult. In some cases, more 

accurate results may actually be obtained if each model uses a different database or 

parameterization. The benefits and disadvantages of making numerical meshes, numerical 

schemes, turbulence parameterizations, and other schemes consistent between the Met and 

T&D models should be carefully considered before proceeding (see Section 8 for details).  

The necessity to import databases into models, to exchange data between models, and to 

export output to visualization tools has led to the development of a number of (often) machine-

independent file formats equipped with libraries to manipulate them (Brown et al., 1993). 

Teams looking to create a tightly-coupled off-line system might consider widely-accepted 

formats such as CDF (Common Data Format), netCDF (network Common Data Form), HDF 

(Hierarchical Data Format), and PDB (Portable DataBase). These file formats are usually: 

• self-describing: data are accessed by name and by class. Self-describing data are not 

accessed by position in a file, e.g., one would not ask for “the third column of data”. 

Instead, one might ask for “the column of data called X,” or “the array of data called Y”. 

In addition, the attributes of the data that may be necessary for using it are available. 

For example, one can ask “what are the units of column X?,” “what is the data-type of 

array Y?,” or “how many dimensions does array Y have?”; 

• portable: they can be accessed by computers with different ways of storing integers, 

characters, and floating-point numbers. Data format conversion is carried out by the 

appropriate libraries; 

• scalable: a small subset of a large dataset may be accessed efficiently; 

• appendable: data may be appended to a properly structured file without copying the 

dataset or redefining its structure; 

• sharable: one writer and multiple readers may simultaneously access the same file; and, 

• archivable: access to all earlier forms are supported (backward compatibility). 
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10.6 Summary 

Table 10.1 summarizes some of the advantages and disadvantages of the different methods for 

coupling codes in an on-line manner.  

Table 10-1. Pros and cons of the different coupling techniques. 
Coupling strategy Pros Cons 

Physical I/O files - good approach for leveraging existing models, 
as they are left relatively unaltered 
- relatively fast to implement 
- amenable to a loosely-coupled on-line system 

* note: some would argue that this is an off-line 
approach, since data is being transferred via 
hard disk.  Others would argue that it is a very 
inefficient on-line approach since I/O is being 
transferred at high frequency 

- the I/O via hard disk is slower than other 
options 
- possible overhead due to model 
reinitialization each time new files are read in 
- does not encourage consistent use of map 
projections, databases, physical 
parameterizations, etc. 
- very inefficient approach for accounting for 
two-way feedback 

Virtual I/O files - good approach for leveraging existing models, 
as they are left relatively unaltered 
- I/O transfer between models is fast 
- only need to have special I/O functions for 
reading/writing files to RAM 
- relatively fast to implement 
- amenable to a loosely-coupled on-line system 
- conducive to two-way feedback 

- does not encourage consistent use of map 
projections, databases, physical 
parameterizations, etc. 
- not as conducive to sharing subroutines and 
functions between models 
- requires special libraries to implement 
- typically requires more memory than the 
monolithic code approach 

Shared libraries - good approach for leveraging existing models, 
as they are left relatively unaltered 
-  I/O transfer between models is fast 
- amenable to loosely-coupled on-line systems 
- can convert T&D model to shared library and 
call it from within Met code  
- relatively fast to implement 
- conducive to two-way feedback 

- does not encourage consistent use of map 
projections, databases, physical 
parameterizations, etc. 
- not as conducive to sharing subroutines and 
functions between models 
- for Met and T&D codes using incompatible 
programming languages, an intermediary 
language may be needed for communication 
- there may be inconsistencies in how the 
variables are arranged in memory  
- typically requires more memory than the 
monolithic code approach 

Monolithic code - computationally efficient way to exchange 
large amounts of data I/O between models 
- encourages linked models to share 
functionalities, databases, and map projections 
- application is started only once 
- most efficient way to handle two-way 
feedbacks 
- straightforward to code an Eulerian 
advection-diffusion solver into an existing Met 

- if tight coupling is desired, will require 
significant modifications to the two models if 
leveraging existing codes 
- if combining exisiting codes, more resources 
required due to maintaining both on-line and 
individual modeling systems 
- possibility of obscure or hidden inter-
dependencies 
- likely requires deep expertise in both Met and 
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or CFD code 
- typically less memory required as compared 
to virtual file and shared library approaches 
- likely the best approach for a tightly-coupled 
online system 

T&D modeling 
- in the long-run, likely more time-consuming 
to implement new schemes and models as 
compared to the plug-and-play approach 

Plug-and-play - encourages limitation of redundancies and 
promotes consistency 
- encourages linked models to share 
functionalities 
- some plug-and-play software packagages 
have functionality (e.g., interpolation schemes) 
already built in 
- application is started only once 
- clear isolation of modules and variables, 
fewer possibilities of obscure or hidden 
interdependencies 
- in the long run, may be faster to implement 
new schemes, models, etc. 
- particularly efficient for building loosely-
coupled on-line systems from existing models 

- more difficult to implement for the average 
scientist, i.e., steep learning curve 
- may require computer scientist to implement 
within the plug-and-play software 
- less efficient than the monolithic approach, 
i.e., more overhead, potentially slower running 
- may require more memory as compared to 
other approaches 
- long-term maintenance of specific plug-and-
play software not guaranteed 
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11 Leveraging Existing Codes 

As discussed in prior sections, loosely- or tightly-coupled on-line or tightly-coupled off-line Met 

and T&D modeling systems may improve the accuracy and/or speed of plume hazard zone 

calculations for a number of scenarios involving CBRN releases. Met and T&D models are 

complex applications, however, often developed over decades. The realization of such coupled 

systems from the ground up is not trivial and would require large investments of money, 

personnel, and expertise. Starting with well-respected and accepted codes already in use by the 

DoD or civilian meteorological and plume dispersion modeling communities would likely be 

more cost- and time-effective. In this section, we discuss issues that may need to be dealt with 

when leveraging existing off-line codes to make them more tightly-coupled, on-line, or on-line 

with feedback. For modeling systems that are already on-line, we describe what might need to 

be done to make them more CBRN capable. This section will not be all encompassing – we will 

focus on a couple of representative models that are used within the DoD modeling community 

– and will certainly be limited due to our lack of knowledge of the specifics within a code. The 

considerations in this section reflect the model documentation that was available at the time of 

writing this report and personal communications with the developers that responded to our 

queries. 

We will start with a mesoscale prognostic modeling example by describing how to leverage the 

WRF meteorological code and the SCIPUFF Lagrangian Gaussian puff model (Section 11.1). WRF 

was chosen for three main reasons: (1) it is a well-recognized community code, (2) it can work 

with the frameworks and toolkits described in Section 10.4 thus making the coupling with other 

codes potentially simpler, and (3) there is a concerted effort in the DoD community to couple 

WRF and SCIPUFF (e.g., Stauffer et al., 2009; Hanna et al., 2010). SCIPUFF is the main T&D code 

in the Hazard Prediction & Assessment Capability (HPAC) and Joint Effects Model (JEM), 

operational atmospheric dispersion modeling tools developed for CBRN applications and used 

throughout the military. We will discuss some of the issues that will need to be addressed in 

order to more tightly couple WRF and SCIPUFF and also will briefly address items to consider if 

one wants to couple WRF and SCIPUFF in an on-line mode, including feedback mechanisms.  

In Section 11.2 we explain how an Eulerian scalar concentration advection-diffusion solver 

could be added to WRF to make a tightly-coupled on-line code, and identify the major work 

that would be required to add CBRN capabilities. We will then describe which CBRN capabilities 
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need to be enhanced in two mesoscale codes that are already on-line, i.e., OMEGA (Section 

11.3) and COAMPS (Section 11.4), and what would be needed to have a two-way feedback 

capability in the former and how to better address resolving the plume in the latter. We then 

comment on how to leverage the diagnostic wind model SWIFT and the Lagrangian Gaussian 

puff model SCIPUFF (Section 11.1) to make them more tightly coupled as these are the main 

fast-running codes in the HPAC and JEM. For urban-scale examples, descriptions will be 

provided of what it might take to make the off-line CFD code MESO-RUSTIC (Section 11.5) and 

the on-line FAST3D-CT CFD code (Section 11.6) more tightly-coupled on-line modeling systems 

with and without feedback and with a full suite of CBRN capabilities. 

11.1 WRF-SCIPUFF 

The Weather Research and Forecasting (WRF) model is a prognostic mesoscale atmospheric 

prediction code collaboratively developed by NCAR, NOAA, and over 150 other agencies (UCAR, 

2006). WRF numerically solves the full suite of conservation equations for mass, momentum, 

heat, and moisture on a rectilinear nested grid mesh system, along with radiation balance, 

surface energy budget equations, and prognostic RANS equations for turbulence. It is used 

operationally for forecasting by the National Center for Environmental Prediction (NCEP) and 

the Air Force Weather Agency (AFWA) among others. The code is described in detail by 

Skamarock et al. (2008) and an overview of the code capabilities are found in Appendix F of this 

report. 

SCIPUFF is a Lagrangian Gaussian puff atmospheric dispersion model with a wide range of CBRN 

release types (see Table 11-2). SCIPUFF can be run as a stand-alone code using a single wind 

vector or multiple wind measurements (both surface and profile data) as input, as well as in an 

off-line manner by reading appropriately formatted gridded data (MEDOC and HPAC formats) 

produced by Met models. One of the distinguishing characteristics of SCIPUFF is the turbulent 

diffusion parameterization based on second-order turbulence closure theory that allows for the 

prediction of the concentration variance in addition to the mean concentration field. Note that 

a majority of the source term calculations are provided as input to SCIPUFF by other models 

and they need to be considered as part of the modeling system as well. Further details on the 

SCIPUFF T&D model can be found in the SCIPUFF v. 2.4 Technical Documentation (Sykes et al., 

2008), as well as in Appendix F of this report. 
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Table 11-1. WRF-SCIPUFF Modeling System Overview.  

Met model type Prognostic Eulerian mesoscale numerical weather prediction code 

T&D model type No internal T&D model. SCIPUFF used in off-line mode. 

Currently linked system? Yes. Linkage has been accomplished in an off-line manner. 

Exchange of Met Output to T&D Model Via files to the hard disk.  

Two-way feedback No two-way feedback 

Plume transport range 1 to 1000’s of kilometers 

Suite of CBRN capabilities SCIPUFF contains a fairly comprehensive CBRN capability (see Table 11-2) 

Special point source treatment? Yes, owing to its Gausian puff methodology, SCIPUFF allows for point sources 
to be appropriately treated.  

 

SCIPUFF is run operationally in an off-line mode with a number of prognostic mesoscale 

atmospherics models, including COAMPS, MM5, and WRF (e.g., Warner et al., 2002; Nachamkin 

et al., 2007; Lee et al., 2008; Stauffer et al, 2009). Its popularity is due to its wide range of CBRN 

capabilities as listed in Table 11-2. WRF – one of the codes that is part of DTRA’s Meteorological 

Data Server (MDS) – and SCIPUFF will be used as our example of a linked prognostic mesoscale 

code with a Lagrangian dispersion model. Typically, the gridded Met information is passed to 

SCIPUFF as MEDOC-formatted files (Sykes et al., 2008). In this section, we discuss the current 

status of WRF and SCIPUFF off-line coupling and issues that may need to be addressed to make 

the coupling tighter. We then discuss why and how different levels of on-line coupling might be 

implemented depending on the time and funding available and describe the possibility of 

including two-way feedback for a mixed Eulerian-Lagrangian system. 
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Table 11-2. SCIPUFF CBRN capabilities. Input provided by Ian Sykes (2013). 

SCIPUFF CBRN capabilities  

Toxic industrial chemicals source term 

From pipe, horizontal cylinder tank, … 
Flashing releases, subcooled releases, … 
BLEVE 

SCIPUFF treats jets (3-component velocity) 
and flashing, but does not calculate source 
terms. It can be provided by external models, 
e.g., IFAC/ITRANS 

Toxic industrial chemicals: Dense gas releases 

Slumping 
Entrainment 
Turbulence damping within the cloud 
Presence of obstacles 
Two-phase releases (liquid droplets within a vapor phase) 
Droplet thermodynamics 
Droplet gravitational settling 
Surface deposition 
Slumping on inclined plane 
Slumping in complex topography 
Water vapor condensation thermodynamics 
Chemical reactions 

Y 
Y 
Y 
N 
Y 
Y 
Y 
Y 
Y 
Y (although not well validated) 
Y 
Y (gas-phase) 

Toxic industrial chemicals: Buoyant gas releases 

Buoyant rise 
Buoyancy induced turbulence 
Entrainment 
Presence of obstacles 
Thermodynamics (e.g., ammonia + water vapor) 
 
Surface deposition 
Chemical reactions 

Y 
Y 
Y 
N 
Partial Y (water thermodynamics are included 
in Homogeneous Equilibrium Model) 
Y 
Y (gas-phase) 

Liquid pools 

Spreading 
Evaporation/boiling 
Energy balance: long and short wave radiation, ground heat conduction, 
atm. forced convection  
Effect of sloping terrain 
Friction with ground 
Spreading on water 
Presence of obstacles 
Absorption/desorption into/from the terrain 

N 
Y 
Y (but for fixed substrate parameters) 
 
N 
N 
N 
N 
N 

Pool-fires 

Effect of wind 
Non-circular pools 

N 
N 

Flash fires N 

Vapor cloud explosions (confined/unconfined) N 
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Chemical weapon agent source terms 

Bomblets 
Sprayers 

Not computed in SCIPUFF. It can be provided 
by external models 

Chemical weapon agents 

Track both vapor and droplets 
Droplet size distribution 
Droplet evaporation  
Evaporation with local CWA vapor pressure 
Secondary evaporation on the ground 
Porous surface absorption  
Gravitational settling 
Surface deposition 
Precipitation scavenging 
Chemical reaction with rain droplets 

Y 
Y 
Y  
Y 
Y 
Y 
Y 
Y 
Y 
N 

Dry biological releases 

Gravitational settling 
Surface deposition 
Particle size distribution 
Resuspension 
Precipitation scavenging 
UV decay 

Y 
Y 
Y 
Y 
Y 
Y (rate is proportional to concentration) 

Biological slurry 

Droplet and particle size distribution 
Droplet evaporation 
Evaporation with local water vapor pressure 
Gravitational settling 
Surface deposition 
Resuspension 

Y 
Y 
Y 
Y 
Y 
N  

Radiological dirty bombs 

Source term calculator: initial cloud size and temperature based on high 
explosive mass 
Buoyant rise 
Buoyancy induced turbulence 
Particle size distribution 
Gravitational settling 
Precipitation scavenging 
Activity decay 
Track daughter products 

Y  
 
Y 
Y 
Y 
Y 
Y 
Y 
Y 

Nuclear accidents (note: source term and radiological properties from source model) 

Buoyant rise 
Buoyancy induced turbulence 
Particle size distribution 
Gravitational settling 
Precipitation scavenging 
Activity decay 

Y 
Y 
Y 
Y 
Y 
Y 
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Track daughter products Y 

Conventional or improvised nuclear detonations 

Source term calculator: initial cloud size and temperature based on high 
explosive mass 
Final stabilized cloud method 
Dynamic cloud rise 
Buoyancy induced turbulence 
Particle size distribution 
Gravitational settling 
Precipitation scavenging 
In-cloud washout 
Activity decay 
Track daughter products 

SCIPUFF gets these from NWEAPON, and/or 
DELFIC. Stabilized cloud is transported by 
SCIPUFF 
 
 
here? Yes? 
Y 
Y 
N 
Y 
Y 

Large Fires (urban, forest, chemical storage site) 

Source term calculator 
Buoyant cloud rise 
Buoyancy induced turbulence 
Particle size distribution  
Gravitational settling 
Precipitation scavenging 
In-cloud washout 
Track daughter products (e.g., soot reactions, other chemical reactions) 

N. If treated as a source term and computed 
with another model, then SCIPUFF can do the 
transport 

 

Tightly-Coupled Off-line Modeling Approach. SCIPUFF requires mesoscale model 2D and 3D 

gridded output to be converted to the Multi-scale Environmental Dispersion Over Complex 

terrain (MEDOC) file format. In recent years, SCIPUFF and the associated MEDOC file format 

have been modified to allow for tighter coupling to mesoscale models (Sykes et al., 2008). In 

addition to lat-long, UTM, and Cartesian coordinate options, as of version 2.3 the Lambert 

conformal, universal polar stereographic, rotated polar stereographic and Mercator map 

projections are now supported by SCIPUFF and the MEDOC file format, the same map 

projections used by WRF. Sykes et al. (2008) also indicate that SCIPUFF now uses map scale 

factors and convergence factors, so that the consistency issues related to map projections 

(Section 8.1) and map factors (Section 8.2) are no longer an issue. Furthermore, SCIPUFF’s new 

ability to utilize sigma pressure coordinates, staggered grids, and nested meshes removes 

potential vertical and horizontal interpolation errors when importing WRF meteorological 

fields.  

According to the SCIPUFF 2.4 documentation (Sykes et al., 2008), the 3D gridded Met variables 

that can be included in the MEDOC file are horizontal velocity components, the vertical velocity, 
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the temperature and/or potential temperature, humidity, pressure, the horizontal and vertical 

velocity variances, the Reynolds shear stress, the correlation length scale, as well as the 

variances, shear stress, and length scale for the large-scale variability. The 2D fields that can be 

passed to SCIPUFF include the terrain elevation, surface roughness, boundary layer height, 

sensible surface heat flux, Bowen ratio, surface albedo, canopy height, canopy flow parameter, 

and cloud cover fraction. Passing terrain elevation from WRF to SCIPUFF ensures consistency, 

but there may be release scenarios (e.g., dense gases) in which SCIPUFF plume T&D calculations 

would be more accurate using higher resolution terrain data, especially near the source.  

In practice, mesoscale model turbulence information is not written out to the MEDOC file 

(Sykes, 2013, personal communication). For example, the Mesoscale Model InterFace (MMIF) 

program used in the air quality community to convert MM5 and WRF output to the MEDOC file 

format for use in SCICHEM (a version of SCIPUFF that includes chemical reactions, e.g., 

Karamchandani et al., 2000) includes 3D gridded winds, air temperature, water vapor and cloud 

liquid water mixing ratio and 2D gridded PBL height, surface heat flux, precipitation rate, and 

cloud cover fraction, but no turbulence information (Brashers and Emery, 2012). Hanna et al. 

(2010) reported that – in addition to map projection and grid information – the MEDOC files are 

used to pass 2D files of mixing depth, friction velocity, surface sensible heat flux, and surface 

roughness and vertical profiles of wind speed, wind direction, and temperature from the 

mesoscale model to SCIPUFF (in this case, MM5).  

Since SCIPUFF uses land use/land cover classes to estimate surface roughness and to determine 

other surface properties (e.g., albedo, Bowen ratio) in order to compute the sensible heat flux, 

the direct passing of the mesoscale model surface roughness and sensible heat flux means that 

SCIPUFF does not need to read in a LULC database when linked to WRF. Hence, the Met and 

T&D model consistency issues related to using different land use/land cover databases (Section 

8.8) and different properties for LULC classes, e.g., surface roughness, albedo, Bowen ratio 

(Section 8.10) are no longer relevant. The use of different physical parameterizations by the 

Met and T&D models, e.g., boundary-layer growth, Monin-Obukhov length, partitioning of the 

heat flux into sensible and buoyant components (Section 8.11) is no longer an issue as well, 

since SCIPUFF no longer needs to compute these variables internally.  

Not writing the 3D turbulence fields computed by WRF or MM5 to the MEDOC file means that 

SCIPUFF must compute the σu, σv, σw, and Lagrangian time scale needed for puff dispersion 
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from friction velocity, surface heat flux, surface roughness, and mixing depth (Hanna et al., 

2010). This will introduce inconsistencies in the turbulence fields computed by the Met and 

T&D models and thus each will perceive the state of the atmosphere as being different. As was 

shown by Hanna et al. (2010) there were some significant differences – especially under stable 

conditions – between the SCIPUFF-computed friction velocity and turbulent kinetic energy (TKE) 

and those computed by WRF and MM5. Clearly, having consistent turbulence schemes in the 

two models is desired, but as discussed in Section 8.12, it is not clear which scheme is more 

accurate. In theory, one would think a prognostic mesoscale code with a physics-based RANS 

turbulence scheme should produce more accurate turbulence than a simple empirically-based 

surface-layer similarity scheme. The former is likely more universal, but due to potentially poor 

grid resolution near the surface in mesoscale models, the surface-layer similarity scheme might 

actually perform better close to the ground, at least under more idealized atmospheric 

conditions and smoothly-varying terrain. Another confounding issue is that RANS-based 

mesoscale models produce TKE, but SCIPUFF requires the three components separately (i.e., σu, 

σv, and σw). How to partition the TKE under a wide range of meteorological conditions will need 

to be agreed upon if tighter turbulence coupling is pursued.  

Another issue that needs to be dealt with is the standardization of a WRF-to-MEDOC software 

converter. According to Hanna et al. (2010), the software to convert WRF output to the MEDOC 

format was not ready during their study. Rao and Kamada (2008) reported that they obtained 

special software from NCAR to convert the WRF netCDF output files to MEDOC format for use 

in SCIPUFF. Sykes (2013, personal communication) indicated that they have developed their 

own MEDOC converter in collaboration with Penn State University, but that the converter has 

not moved into the operational world.  

Two other possible consistency issues are related to rain out and smoothing of met and terrain 

fields. In regards to rainout, Sykes et al. (2008) indicate that precipitation from WRF needs to be 

classified as either rain or snow and its intensity as light, moderate, or heavy. Default values 

from a look-up table are then used in SCIPUFF for the precipitation rate to calculate the 

precipitation washout instead of the values from the Met model. According to Sykes (2013, 

personal communication), the current version of SCIPUFF already has the capability to read in 

the precipitation intensity from WRF and it would be fairly easy to also read in the hydrometeor 

types. Regarding the smoothing issue, when the puff becomes large relative to the grid cell size, 

SCIPUFF smooths the wind fields, terrain elevation, land-use/urban parameters, boundary layer 
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parameters, etc. (Sykes et al., 2008). This is done to have the “large” puff respond to the 

average winds and terrain that it is being exposed to. This means that there are some 

inconsistencies between the WRF winds and terrain and what the puff is actually experiencing. 

It is not clear what can be done about this issue, except to split puffs when they get bigger than 

one meteorological grid cell. Of course, this will increase run time, which is a critical 

performance criteria.  

Table 11.2. WRF-SCIPUFF Consistency Issues  
 Green: Already Consistent; Yellow: Minor Inconsistencies; Red: Major Inconsistencies.  

WRF- SCIPUFF 
Map projection  Numerous map projection options in common. 

Map parameters  SCIPUFF includes map scale factor and convergence factors. 

Vertical coordinate system  SCIPUFF has option to match WRF vertical coordinate system. 

Database inconsistencies  
Terrain DB passed from WRF to SCIPUFF. Passing of sfc. roughness, heat flux, 
and BL depth removes potential LULC inconsistencies. 

Database processing  
Potential terrain and wind field inconsistency when SCIPUFF averages values 
over puff dimension when puff is large relative to Met grid size. 

Physical parameterizations  
Quantitative WRF precipitation output classified as either rain or snow and 
their intensity as light, moderate, and heavy. Default values from a look-up 
table are then used for the precipitation rate in SCIPUFF. 

Turbulence  
WRF-computed turbulence fields not used by SCIPUFF, rather it uses its own 
turbulence scheme. 

Horizontal grid  SCIPUFF reads in variables at WRF native horizontal grid resolution. 

Grid stencil  SCIPUFF can read in WRF staggered wind velocities. 

Numerical methods  N/A since SCIPUFF is a Lagrangian T&D model. 

 

The tightly-coupled off-line WRF-SCIPUFF modeling system is easier to implement as compared 

to a tightly-coupled on-line approach because it does not require major code modifications or 

the development teams to work as tightly together. Much of the tight-coupling has already 

been accomplished; the major requirement is that the WRF and SCIPUFF groups agree on how 

to treat the turbulence I/O variables and format. The disadvantage of the off-line coupling 

approach is that two-way feedback mechanisms cannot be efficiently handled, but if one is 

interested in feedback, SCIPUFF is not the best T&D model option to link to the WRF mesoscale 

model. Another issue to consider is that the off-line approach may become very slow (or fail if 

available RAM is not sufficient) for huge simulation domains and for rapidly time-varying 

meteorological conditions requiring frequent I/O exchange, because the size of the WRF output 

file can be very large (see examples in Section 9.1). This issue can be solved by modifying 
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SCIPUFF to read in one WRF time step at a time. The SCIPUFF lead developer indicates that this 

modification would be fairly easy to implement (Sykes, 2013, personal communication). 

Loosely-Coupled On-line Modeling Approach. For cases in which large amounts of 

meteorological information need to be passed between the Met and T&D code (e.g., strongly-

varying meteorological conditions vs. time, two-way feedback) an on-line modeling system – all 

else being equal – will reduce run-time due to the faster transfer of data via RAM (see Section 

9.1). Whether speed up actually occurs will depend on how the Met codes are run in practice 

and will be discussed further at the end of this sub-section.  

As compared to a tightly-coupled on-line system, linking WRF and SCIPUFF in a loosely-coupled 

way is likely easier and more economical in the short-term. In addition, since WRF and SCIPUFF 

are both well-established stand-alone codes, the loosely-coupled on-line approach allows 

keeping the codes mostly untouched (i.e., minimal specialized recoding, breaking apart and 

reorganization of codes, and sharing of routines and databases) and are thus easier to maintain 

as both stand-alone codes and a coupled on-line system (see Section 9.13). 

According to Michalakes (2010), WRF can be linked to other models by 1) importing the model 

code into WRF and modifying the model to become a subroutine of WRF, thus building a unique 

monolithic code according to the definition in Section 10.1 or 2) using so-called plug-and-play 

approaches like MCEL, ESMF, or MCT (see Table 11-3). One could also pursue the shared library 

approach (Section 10.3) by converting SCIPUFF to a DLL and calling it from WRF as a subroutine. 

As mentioned in the previous section, many aspects of WRF and SCIPUFF are already tightly-

coupled – including the map projection, terrain elevation, vertical and horizontal grid 

coordinates, and implicitly the LULC database and some physical parameterizations through the 

passing of surface roughness, friction velocity, surface sensible heat flux, and boundary-layer 

depth – so that although we are calling this a “loosely-coupled” approach (mainly due to the 

degree of not sharing subroutines and harmonizing the code variables), it is actually tightly-

coupled in many respects.  

Monolithic code approach. The most straight-forward approach for obtaining an on-line system 

is to import SCIPUFF into WRF, isolate WRF and SCIPUFF internal variables from each other, add 

a pre-processor, and have WRF calling SCIPUFF every coupling time step. That is, the entirety of 

the SCIPUFF source code is embedded into WRF as a sub-routine, with little or no modification 

of variables and no sharing of routines in common (i.e., there will be redundancies and 
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potential inconsistencies, just as in the off-line mode). An internal converter will be needed to 

pass the WRF meteorological fields to a SCIPUFF acceptable format. A choice will need to be 

made to either create a separate subroutine in WRF to do this or to add it to the SCIPUFF 

subroutine as a pre-processor. In either case, code from the WRF-to-MEDOC converter could be 

utilized for this purpose and adapted as appropriate. In the separate subroutine configuration, 

WRF would pass data to the WRF-to-MEDOC converter subroutine that would then pass the 

converted data to the SCIPUFF subroutine through argument lists. This will require some degree 

of modification to both the WRF and SCIPUFF codes, but since the SCIPUFF developers are 

intimately familiar with WRF-to-MEDOC converter software and because the initialization 

routines are contained in one place in the SCIPUFF code (Sykes, 2013, personal 

communication), this may be a viable option. A positive aspect to merging the SCIPUFF source 

code into WRF, is that both models are written in the same programming language, Fortran, so 

there will be minimal language incompatibilities. In addition, this approach will lend itself to 

pursuing tighter coupling if desired in the future.  

Note that WRF could also pass data to SCIPUFF through virtual files (as is already done in the 

WRF-CMAQ coupled modeling system, see Section 4.1) with the appropriate code modifications 

as outlined in see Section 10.2. Rather than importing the SCIPUFF source code into WRF as a 

sub-routine, another option is to integrate a SCIPUFF DLL into WRF. This approach has less 

flexibility in the long run, however, if the developers wish to pursue a more tightly coupled 

approach.  

Besides implementing a pre- or post-processor (i.e., the WRF-to-MEDOC subroutine), a few 

other coding changes need to be considered. First, SCIPUFF currently reads in all the Met fields 

at the beginning of the simulation and will need to be modified to read in the Met fields 

sequentially as they become available. This modification is deemed fairly easy (Sykes, 2013, 

personal communication). Second, WRF and SCIPUFF will need to be synchronized to wait for 

each other at the coupling time interval and a decision needs to be made about whether to 

implement them to run sequentially or concurrently (depending on the available computational 

resources). Third, the source term models will need to be considered in the coupling design 

process. It may be that they can be used in the same manner as they are now in HPAC, for 

example, but if they depend on the prevailing meteorology (e.g., the DELFIC buoyant cloud rise 

formula), there may need to be some code modifications when the Met and T&D codes are run 

in an on-line manner.  
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Plug-and-play approach. As mentioned in Section 10.4, WRF has been coupled to other models 

through MCEL, ESMF, and MCT and the experience gathered in those contexts can be used to 

identify which one is the best tool for coupling with SCIPUFF. Unfortunately, the SCIPUFF group 

has no experience with those tools (Sykes, 2013, personal communication), so there would be a 

learning curve from their perspective. In the plug-and-play approach, both WRF and SCIPUFF 

will constitute separate components and will share data through the coupler. The advantage of 

this approach is that neither code will be significantly modified in the coupling, e.g., they will 

not share variables (not even constants) and redundant functions will be kept instead of being 

replaced with a unified approach (e.g., even if both WRF and SCIPUFF use the ideal gas law, 

they will keep their own implementation instead of having one routine accessed by both). 

With respect to the monolithic code approach, the plug-and-play technique has the advantage 

that other models could be leveraged to implement the scenarios missing in SCIPUFF (e.g., the 

WRF-to-MEDOC converter, the HPAC source term models). Even if this approach looks easier 

than other alternatives, the difficulty of the task can be appreciated from this excerpt from a 

presentation by the WRF lead software architect (Michalakes, 2010): “Coupling is non-trivial: 

WRF supports interfaces to multiple coupling layers but it’s a bigger problem than just WRF; be 

ready to invest time in reengineering codes; be ready to look beyond the plumbing; [and] be 

ready to be surprised at the many new ways coupled modeling systems can fail or just be 

weird.” 

Using WRF and SCIPUFF as separate components could potentially reduce the time to 

implement the coupling and produce an on-line solution, but it will require some degree of 

participation of both the Met and T&D model development teams who know the peculiarities 

(and sometimes idiosyncrasies) of their own codes. There will also be a learning curve to 

become familiar with the specific plug-and-play approach selected. In theory, the plug-and-play 

approach will allow for faster implementation in the future as individual codes are updated and 

modified.  
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Table 11-3. Attributes of the couplers adopted by WRF (from Michalakes, 2010).  

 

 
Functionality Efficiency Portability Flexibility Ease of use Support and 

adoption 
In WRF 

As 
subroutine 

Sequential 
Single exe 

No regridding 

Very good 
Virtually no 
overhead 

for coupling 
Scales as well as app 

Itself 

As portable as app 
itself 

Plug and play 
support from WRF 

Framework 
Model Layer 

Interface 

As easy or difficult 
as adding a 

subroutine to WRF. 

One-off 
implementation. 

No support 
No adoption. 

Supported by WRF 
Software 

Model Layer 
Interface 

MCEL Concurrent 
Multi-exe 

Data driven 
On-line & off-line 

Run-time regridding 
Conservative 

possible 

Adequate for 2D 
coupling.  

Client/ server 
architecture a 

scaling bottleneck. 
Data-driven control 

may help with 
automatic load 

balance. 

Needs TCP/IP 
sockets. 

Many package 
dependencies. 

Very good. 
Interaction 

with other apps 
looks 

like I/O. 

Difficult to install 
initially. 

Transparent and 
easy to use 
thereafter. 

One person. 
Some adoption. 

Through WRF I/O 
API 

ESMF Sequential/ 
Concurrent 

Single exe (Multi 
exe possible) 

On-line regridding 
(non-conserv.) 

Off-line regridding 
(conserv.) 
Nesting is 

problematic. 

Good performance  
and scaling 

Widely ported Plug and play is 
supported between 

components  
that have been 

reengineered to 
ESMF APIs 

Coupling must be 
explicitly 

programmed. 
Considerable 
reengineering 

required. 
Need to jam 

different apps into 
single exe adds 

complexity. 

Very well supported 
and maintained. 
Stable funding. 

Widespread 
adoption, 

but at varying and 
sometimes trivial 

levels of 
"compliance" 

Coupling to single 
domain through 

WRF I/O API 

MCT Sequential/ 
Concurrent 

Single/Multi exe 
Off-line regridding 

Conservative 

Good performance 
and scaling 

Widely ported Flexibility is up to 
the implementer; 

MCT does 
not impose or 

enforce 

Must be explicitly 
programmed. 

Need to jam apps 
into single exe adds 

complexity. 

Supported as part of 
DOE contribution to 
CCSM. Adopted by 

other groups. 

Through WRF I/O 
API. 

Has fallen out of 
use. 
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Tightly-Coupled On-line Modeling Approach. Building a tightly-coupled monolithic on-line 

system in which all appropriate redundancies and inconsistencies are removed from WRF and 

SCIPUFF is a likely a long-term, resource-intensive investment because code modifications will 

be required throughout both of the codes. These code modifications include harmonizing all 

variables and constants, eliminating duplicate schemes for identical functions, algorithms and 

specific physical parameterizations, and dealing with the issues described above about 

turbulence schemes, spatial averaging of variables over the puff dimension, treatment of 

precipitation for rainout calculations, and pre-processors. Many difficult decisions would need 

to be made regarding which schemes to keep. This would need to be based on which scheme is 

perceived as more accurate, a difficult assessment to make given 1) the answer may change as 

a function of environmental conditions, 2) the lack of experimental data to make the 

assessment, and 3) the difficulty of isolating specific schemes from all the other factors that 

influence the model predictions. The selection process is further complicated because there are 

likely cases for which both the Met and T&D schemes – although different – should be kept 

since each scheme has been optimized for the specific model, i.e., by choosing one scheme, the 

performance of one of the models may degrade.  

Building a tightly-coupled on-line system based on WRF and SCIPUFF will require strict 

collaboration and coordination between the two development teams. The tightly-coupled 

system can be realized by creating a single monolithic code or by using the plug-and-play 

approach. Nonetheless, components of both WRF and SCIPUFF would likely need to be 

re-organized to build the coupled system from the single elementary functionalities. The final 

system would have high modularity and a high degree of integration between the Met and T&D 

models, but this approach implies spending a lot of time and resources into rebuilding WRF and 

SCIPUFF functionalities as they are today instead of enhancing the current capabilities. Given 

that the majority of the benefits of a tightly-coupled system can be accomplished in the off-line 

mode, and given that the majority of the benefits of an on-line system can be accomplished 

more rapidly with the loosely-coupled approach as described immediately above, we feel that 

even in the long-term, this approach is highly unlikely to be adopted. Furthermore, one of the 

main reasons for adopting an on-line approach, namely to incorporate two-way feedback 

between the plume and the meteorology, will be difficult to implement due to the nature of the 

Lagrangian T&D model.  
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Implementation of Feedback Mechanisms. Accounting for two-way feedback between an 

Eulerian prognostic meteorological code and a Lagrangian T&D model will not be 

straightforward. Independent of the coupling strategy, new routines will need to be developed 

to parameterize the effect of the plume on the meteorology. We are not aware of any 

mesoscale Met and T&D modeling systems in the CBRN community that currently do this.  

In the case of CBRN scenarios involving plumes that cover large areas over an extended period 

of time, e.g., large fires, many small fires, nuclear weapon detonations, both direct and indirect 

radiative effects (e.g., reduction of the solar radiation flux, a change in the number of cloud 

condensation nuclei) could alter the meteorology and plume transport and dispersion. The 

particle concentrations computed by SCIPUFF could be fed back into the WRF model 

calculations of the incoming solar radiation flux, and in addition to modifying the surface energy 

balance could result in heating of the plume itself due to solar radiation absorption. Since 

SCIPUFF does not model complex reaction paths, a fixed smoke composition will need to be 

used (e.g., an aged smoke as in Wang et al., 2006). The same algorithms (and possibly routines) 

implemented in WRF-Chem and in the on-line coupled version of WRF-CMAQ can be leveraged 

to account for direct and indirect effects (see descriptions and references in Fast et al., 2006; 

Chapman et al., 2009; Wong et al., 2012) The particle concentrations in the plume can also be 

passed to the WRF cloud and precipitation schemes to act as cloud condensation nuclei. If 

clouds form, they could be rained out in WRF. Decisions would need to be made of whether to 

track the wet deposition spatial patterns in WRF or SCIPUFF. Feedback from WRF to SCIPUFF 

would need to take place to remove the rained-out particles from the SCIPUFF simulation. 

Some consideration would need to be given as well to which model transports the particle-

laden cloud droplets, as well as accounting for those that evaporate in a cell. 

For cases in which the plume density plays a role, the weather “feedback” is often 

parameterized within the Lagrangian T&D model itself. For example, instead of modeling a heat 

source within the meteorological code that would result in modifying the atmospheric density, 

which would then result in a positive buoyancy force causing the air to rise, thus lifting the 

plume, the Lagrangian T&D model contains a parameterization for the buoyant rise and 

superimposes this updraft onto the meteorological field. For many CBRN scenarios (e.g., small-

scale fires, radiological dirty bombs, dense gas releases, wet slurries), it makes sense to have 

the Lagrangian T&D model parameterize the meteorological feedback, since it is often a sub-

grid phenomenon in the mesoscale atmospheric model.  
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In the case of multiple conventional or improvised nuclear devices or large fires, however, one 

could envision the mesoscale model more accurately modeling the buoyant cloud rise, 

especially for scenarios in complex terrain and/or complex vertical stratification in which a 

parameterization may not be valid. For example, the strong initial cloud rise velocity will create 

a convergence zone at ground level with air rushing in dependent on the underlying terrain 

elevation, the rise of the cloud may accelerate due to a patch of air with low turbulence that 

reduces fresh air entrainment thus keeping the cloud hotter, then at higher elevations the rise 

of the cloud may be impeded by a strong region of stable stratification, and finally the moisture 

and particles pushed upward may result in the formation of a water-vapor cloud at the top. 

After the cloud rise is terminated, direct and indirect effects will need to be modeled as for fires 

and nuclear accidents. 

Discussion on Run-time. If the Met and T&D codes are run locally on the same computer, then 

an on-line system (all else being equal) will always be faster than an off-line system due to the 

faster I/O exchange via RAM as compared to the hard disk. From an operational forecasting 

perspective, prognostic mesoscale codes are often run remotely by specific weather agencies 

and then the plume modelers access the data via the internet when required. The Met codes 

are run around the clock, often with several codes running at once with different start times, 

assimilating data as new observations are retrieved, running for a certain amount of time to 

remove spin up effects, and providing many hours of weather predictions into the future. In an 

off-line operational mode, when a “release event” occurs and SCIPUFF needs to be run, it can 

access the stored Met data and start running as soon as the data is downloaded and read in. 

The time delay will depend on the size of the domain, grid resolution, the number of hours of 

data needed for the plume calculation, and the frequency of Met data output (i.e., the total 

amount of data to be transferred), as well as the network speed, whether or not the WRF fields 

have already been converted to MEDOC format, and the time it takes SCIPUFF to read the data 

from the hard disk. In an on-line mode, since SCIPUFF is being run simultaneously with WRF, it 

means that at the time of the event, WRF would need to be run from that point forward over 

the duration that the plume needs to be tracked, i.e., the pre-computed and stored Met fields 

could not be utilized (to stay true to an on-line approach). Since WRF is relatively slow, the 

speedup due to communication via RAM in the on-line approach needs to be weighed against 

the additional run time required by WRF due to the “restart,” and weighed against the accuracy 

requirements vs. the time-rate-of-change of the meteorology. For release scenarios in which 
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two-way feedback is important – and in the outside chance that SCIPUFF would be the T&D 

model of choice to couple with WRF – the additional run time due to “restart” at the time of 

the event will, of course, be required since the plume presumably impacts the meteorology.  

11.2 WRF and an Eulerian Advection-Diffusion Solver 

Tightly-Coupled On-Line Modeling System with Feedbacks. As discussed in Section 10.1, adding 

an Eulerian scalar concentration advection-diffusion solver to a prognostic mesoscale 

atmospheric code – though not trivial – is a relatively straight-forward method for obtaining a 

tightly-coupled on-line mesoscale Met and T&D modeling system. The process of 

implementation is made even easier as WRF-Chem already has concentration advection-

diffusion solvers in order to deal with transport and dispersion of chemical species. In fact, 

WRF-Chem was used in “tracer” mode by Huh et al. (2012) to simulate the mesoscale transport 

and dispersion of the radioactive cloud from the Fukushima nuclear power plant accident. As 

described in Section 10.1, many of the inconsistency issues outlined in Section 8 could be taken 

care of in a monolithic approach in which databases, map projections, numerical schemes, grid 

meshes, and physical parameterizations can be more easily shared. Another advantage is that 

WRF-Chem already accounts for direct and indirect feedbacks from the aerosol plume onto the 

radiation and surface energy balances, so that many of the issues related to time 

synchronization and frequency of information exchange have already been dealt with for the 

handful of CBRN release scenarios in which plume feedback is important.  

Table 11-4. WRF-Chem Modeling System Overview.  

Met model type Prognostic Eulerian mesoscale numerical weather prediction code 

T&D model type Eulerian scalar concentration advection-diffusion solver with chemical kinetics 
(note: no scalar concentration equation in the WRF code) 

Currently linked system? Yes. Linkage has been accomplished in an on-line manner. 

Exchange of Met Output to T&D Model Via RAM. 

Two-way feedback? Yes, direct and indirect feedbacks in WRF-Chem 

Plume transport range Tens to thousands of kilometers 

Suite of CBRN capabilities No CBRN capabilities. Significant effort to add, but could leverage existiting 
chemical kinetics equations, droplet dynamics, and evaporation algorithms 
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Special point source treatment? No. For point source releases, significant near source artificial dilution. Special 
treatment required for most CBR plume applications. 

 

Table 11.2. WRF-Chem Consistency Issues  
 Green: Already Consistent; Yellow: Minor Inconsistencies; Red: Major Inconsistencies.  

WRF- SCIPUFF 
Map projection  Numerous map projection options in common. 

Map parameters  SCIPUFF includes map scale factor and convergence factors. 

Vertical coordinate system  SCIPUFF has option to match WRF vertical coordinate system. 

Database inconsistencies  
Terrain DB passed from WRF to SCIPUFF. Passing of sfc. roughness, heat flux, 
and BL depth removes potential LULC inconsistencies. 

Database processing  
Potential terrain and wind field inconsistency when SCIPUFF averages values 
over puff dimension when puff is large relative to Met grid size. 

Physical parameterizations  
Quantitative WRF precipitation output classified as either rain or snow and 
their intensity as light, moderate, and heavy. Default values from a look-up 
table are then used for the precipitation rate in SCIPUFF. 

Turbulence  
WRF-computed turbulence fields not used by SCIPUFF, rather it uses its own 
turbulence scheme. 

Horizontal grid  SCIPUFF reads in variables at WRF native horizontal grid resolution. 

Grid stencil  SCIPUFF can read in WRF staggered wind velocities. 

Numerical methods  N/A since SCIPUFF is a Lagrangian T&D model. 

 

There are a number of issues to consider, however, which make this approach less attractive. 

First and foremost is the time and effort required to add CBRN source terms and to make the 

advection-diffusion solver capable of handling a wide of CBRN plume phenomena (e.g., bio 

slurries, dirty bomb thermodynamics, dense gas releases). However, current WRF-Chem 

capability (e.g., multiple particle sizes, gravitational settling, deposition, droplet evaporation, 

buoyancy equations) could be leveraged and adapted for CBRN applications. A second issue 

that is extremely challenging is how to overcome sub-grid diffusion in order to accurately model 

the near-source plume dispersion. Either a higher resolution numerical mesh is required for the 

concentration solver or specialized sub-grid methods like plume-in-cell approaches would be 

required. The former would require significant coding changes and new meteorological field 

interpolation schemes, and would be computationally expensive to support. The latter requires 

an accurate Lagrangian puff or plume model that has a wide range of CBRN capabilities to be 

effective and then difficult issues with how to couple the Lagrangian plume model to the 

advection-diffusion solver as well as the Met model will need to be addressed. A third issue 
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arises from the fact that one may not want the Met and T&D model turbulence 

parameterizations and numerical schemes to be identical. As discussed in Section 8.12, the 

plume typically has a time-dependent turbulent eddy diffusivity based on the relative size of 

the plume to the turbulent length scale, whereas RANS-based Met models typically assume that 

turbulent mixing obeys far-field behavior. In regards to numerical schemes, specialized finite 

difference algorithms are often developed for plumes to handle strong gradients and to ensure 

that concentrations are never negative (see Section 8.6).  

11.3 OMEGA 

OMEGA is prognostic non-hydrostatic atmospheric meoscale model developed by SAIC. It has a 

unique adaptive tetrahedral grid that permits a variable horizontal spatial resolution that 

ranges from about 100 m to 100 km. OMEGA numerically solves the full suite of conservation 

equations for mass, momentum, heat, and moisture, along with radiation balance, surface 

energy budget equations, and prognostic RANS equations for turbulence. It is listed as one of 

the models that provides output to DTRA’s Meteorological Data Server. OMEGA includes three 

options for modeling transport and dispersion: an Eulerian model, a Lagrangian random-walk 

model, and a Lagrangian puff model. The Met and T&D models are in the same code and they 

share information through memory (RAM), so it is an on-line modeling system. OMEGA includes 

some CBRN capabilities, as shown in Table 11-6 below. The code is described in depth by Bacon 

(2003) and an overview of the code capabilities are found in Appendix F of this report. 

Table 11-5. OMEGA Modeling System Overview.  

Met model type Prognostic Eulerian mesoscale numerical weather prediction code 

T&D model type Eulerian advection-diffusion solver 

Lagrangian puff (kernel) and particle dispersion model 

Currently linked system? Yes. Currently an on-line system. 

Exchange of Met Output to T&D Model Through RAM 

Two-way feedback? No 

Plume transport range Global to regional, with a minimum resolution of about 100 m 

Suite of CBRN capabilities Some CBR capabilities (see Table 11.6) 

Special point source treatment? Yes. In Eulerian mode, includes an adaptive mesh that can be refined based on 
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concentration gradients. Also includes Lagrangian models that inherently 
allow for correct point-source treatment. 

 

The adaptive grid allows the model to run at high resolution only where needed and thus can 

capture meteorological and plume dispersion phenomena of interest in fairly good detail for 

mesoscale applications. Meteorological fields can be calculated at the resolution necessary for 

the T&D module. According to Bacon (2011, personal communication) the adaptive mesh does 

not slow down the overall computation because high resolution grids occur only in the vicinity 

of the plume. In comparison to a simulation with high resolution all over the domain, OMEGA 

will use a lower number of cells, thus decreasing the simulation time. See for instance Sarma et 

al. (1999) for an example of simulations with different resolution and grid refinements. 

 

Table 11-6. OMEGA intrinsic capabilities – On-line mode (input provided by D. Bacon, 2103). 

OMEGA CBRN capabilities 
 

Passive Release 
Deposition 
Decay Rate 
Particle Size Dependent Gravitational Settling 
Other 

Y 
Y (radiological) 
Y 
list 

Toxic industrial chemicals source term Arbitrary source term possible 
using an input file. Routines exist to 
produce these files under a variety 
of situations 

From pipe, horizontal cylinder tank, … 
Flashing releases, subcooled releases, … 
Pools 
BLEVE 

Pipe / Tank releases 
Flashing & Cryogenic releases 
Standing pools 
N 

Toxic industrial chemicals: Dense gas releases TIC’s including light or dense 
Initial velocity also supported 

Slumping 
Entrainment 
Turbulence damping within the cloud 
presence of obstacles 
two-phase releases (liquid droplets within a vapor phase) 
droplet thermodynamics 
droplet gravitational settling 
surface deposition 
slumping on inclined plane 

Y 
N 
N 
N 
Y – via creation of two sources 
N 
Y 
Y 
N 
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slumping in complex topography 
water vapor condensation thermodynamics 
chemical reactions 

N 
Y – but not related to TICs 
Y – in special cases 

Toxic industrial chemicals: Buoyant gas releases 
buoyant rise 
buoyancy induced turbulence 
entrainment 
presence of obstacles 
thermodynamics (e.g., ammonia + water vapor) 
surface deposition 
chemical reactions 

Y 
N 
N 
N 
N 
N 
N 

Liquid pools 
spreading 
evaporation/boiling 
energy balance: long and short wave radiation, ground heat 
conduction, atm. forced convection  
effect of sloping terrain 
friction with ground 
spreading on water 
presence of obstacles 
absorption/desorption into/from the terrain 

N 
Y 
Y 
N 
N 
N 
N 
N 
N 

Pool-fires 
effect of wind 
non-circular pools 

N 
N 

Flash fires N 
Vapor cloud explosions (confined/unconfined) N 
Chemical weapon agent source terms 
bomblets 
sprayers 

Y 
N 

Chemical weapon agents 
track both vapor and droplets 
droplet size distribution 
droplet evaporation  
evaporation with local CWA vapor pressure 
secondary evaporation on the ground 
porous surface absorption  
gravitational settling 
surface deposition 
precipitation scavenging 
chemical reaction with rain droplets 

Y 
Y 
N 
N 
N 
N 
Y 
Y 
N 
N 

Dry biological releases 
gravitational settling 
surface deposition 
particle size distribution 
resuspension 
precipitation scavenging 

N 
N 
N 
N 
N 
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UV decay N 
Biological slurry 
droplet and particle size distribution 
droplet evaporation 
evaporation with local water vapor pressure 
gravitational settling 
surface deposition 
resuspension 

N 
N 
N 
N 
N 
N 

Radiological dirty bombs 
source term calculator: initial cloud size and temperature 
based on high explosive mass 
buoyant rise 
buoyancy induced turbulence 
particle size distribution 
gravitational settling 
precipitation scavenging 
activity decay 
track daughter products 

N 
N 
N 
N 
Y 
Y 
N 
Y 
Y 

Nuclear accidents 
buoyant rise 
buoyancy induced turbulence 
particle size distribution 
gravitational settling 
precipitation scavenging 
activity decay 
track daughter products 

Y 
N 
Y 
Y 
Y – in special cases 
Y 
Y 

Conventional or improvised nuclear detonations Use of DELFIC as a source term to 
input to OMEGA 

source term calculator: initial cloud size and temperature 
based on high explosive mass 
final stabilized cloud method 
dynamic cloud rise 
buoyancy induced turbulence 
particle size distribution 
gravitational settling 
precipitation scavenging 
in-cloud washout 
activity decay 
track daughter products 

Y – but based on nuclear yield, not 
HE mass 
Y – Based on TASS-derived Nucrise 
module developed for DELFIC 
Y 
Y 
Y 
Y – in special cases 
N 
Y 
Y 

Large Fires (urban, forest, chemical storage site) These cases have been done, but 
using a hand-derived source term. 

source term calculator 
buoyant cloud rise 
buoyancy induced turbulence 
particle size distribution  
gravitational settling 

N 
N 
N 
N 
N 
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precipitation scavenging 
in-cloud washout 
track daughter products (e.g., soot reactions, other chemical 
reactions) 

N 
N 
N 

 

Tightly-Coupled On-Line Modeling System. OMEGA is already on-line and already tightly 

coupled, making it an ideal candidate model for a tightly-coupled on-line modeling system. The 

meteorology and the atmospheric dispersion march with the same time step, which is of the 

order of seconds (Bacon, 2011, personal communication). They also share the same grid and 

the same databases, the latter treated and interpreted in the same way by both modules (see 

Table 11-7). Distinguishing itself from all other mesoscale models considered in this section is 

its adaptive grid capability that allows it to put high resolution within and around the plume, 

overcoming sub-grid diffusion issues and potentially allowing it to resolve near-source 

buoyancy and momentum effects. As shown in Table 11-6, it currently does have some CBRN 

capabilities in the TIC and IND/CND arena, however, there would need to be a lot of effort to 

include a set of complete CBRN capabilities. Currently, there is no feedback from the plume 

onto the meteorology, but work is in progress on the topic (Bacon, 2011, personal 

communication). 

Table 11-7. OMEGA Model Inconsistencies.  
Green: Already Consistent; Yellow: Minor Inconsistencies; Red: Major Inconsistencies.  

OMEGA 
Map projection  Same map projection 

Map parameters  ??? 

Vertical coordinate system  Same coordinate system 

Databases  Same databases used 

Database processing   Same processing schemes used 

Physical parameterizations ??? Same parameterizations used??? Same for Eulerian and Lagrangian? 

Turbulence  Same turbulence schemes used??? 

Horizontal grid  Same grid used 

Grid stencil ??? Same grid stencil used 

Numerical methods  Same numerical schemes used???? 

 

11.4 COAMPS 

The Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS) was developed by the 

Naval Research Laboratory and is used operationally by the Navy for short-term forecasts. It is a 
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non-hydrostatic, nested rectilinear grid mesh, regional scale model using the fully compressible 

version of the geophysical equations of motion (NRL, 2003). It numerically solves the 

conservation equations for mass, momentum, heat, and moisture, along with radiation balance, 

surface energy budget equations, and prognostic RANS equations for turbulence. COAMPS has 

an on-line Met and T&D capability with an Eulerian scalar concentration advection-diffusion 

solver integrated into the Met model (Liu et al., 2007). Note that COAMPS is also coupled in an 

off-line manner with the SCIPUFF code (Nachamkin et al., 2007). COAMPS is further described 

by Hodur (1997) and an overview of the code capabilities are found in Appendix F of this report.  

Table 11-8. COAMPS Modeling System Overview.  

Met model type Prognostic Eulerian mesoscale numerical weather prediction code 

T&D model type Eulerian advection-diffusion solver for scalar concentration 

SCIPUFF option as well. 

Currently linked system? Yes, on-line with Eulerian scalar concentration solver, off-line with SCIPUFF 

Exchange of Met output to T&D Through RAM for Eulerian concentration solver, via files when using SCIPUFF. 

Two-way feedback? Yes: first direct effect with Eulerian scalar concentration solver 

Plume transport range Regional.   Grid resolution from sub-km to hundreds of km 

Suite of CBRN capabilities Online mode: multi-particle size capable, dust storms, otherwise no capability. 

Off-line mode: same as SCIPUFF 

Special point source treatment? No for Eulerian solver. Significant near-source dilution. When using SCIPUFF, 
allows for correct near-source behavior. 

 

Tightly-Coupled On-Line Modeling System. The Met and T&D solvers share the same 

coordinate system, map projection, grid and numerical advection scheme for all scalars. 

COAMPS accounts for the direct effects of aerosol size distribution on the absorption and 

scattering of solar radiation. At present, COAMPS includes only the ability to compute the 

transport and dispersion of passive tracers in the on-line mode. Significant effort would be 

required to make it fully CBRN capable. Two options to extend COAMPS CBRN capabilities 

include: (1) implementing new modules as subroutines of COAMPS, either source code or calls 

to DLLs, or (2) using plug and play approaches to couple COAMPS to existing T&D source term 
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models. Perhaps the source term models of HPAC could be utilized, for example. COAMPS has 

already been coupled to other models using plug and play software. In particular, ESMF was 

used to couple COAMPS with the Simulating WAves Nearshore (SWAN) model and the Navy 

Coastal Ocean Model (NCOM) (NCAR, 2009), whereas MCT was used to couple COAMPS with 

the Regional Ocean Modeling System (ROMS) and the Simulating Waves Nearshore (SWAN) 

model (Warner et al., 2008). For many CBRN plume release scenarios, near source diffusion will 

be overestimated due to the typically large grid cell size of mesoscale Met codes. Special near 

source treatment is warranted, perhaps using SCIPUFF at sub-grid until the plume covers 

several grid cells. This would mean, however, that near-source two-way plume feedback would 

not be accounted for. Other options are to use a higher resolution grid mesh just for the scalar 

concentration equation advection diffusion solver, or implementing an adaptive grid mesh 

approach. The former would be easier to implement, but would require interpolation of the 

coarser Met field onto the finer plume grid and also result in much larger run times. The latter 

would likely require a huge undertaking to implement, but since high resolution is only placed 

around the plume, it would be relatively faster in execution time.  

Table 11-9. COAMPS Model Inconsistencies.  
Green: Already Consistent; Yellow: Minor Inconsistencies; Red: Major Inconsistencies.  

COAMPS 
Map projection  Same map projection 

Map parameters  Same map parameters 

Vertical coordinate system  Same coordinate system 

Databases  Same databases used 

Database processing   Same processing schemes used 

Physical parameterizations  Same parameterizations used 

Turbulence  Same turbulence schemes used 

Horizontal grid  Same grid used 

Grid stencil  Same grid stencil used??? 

Numerical methods  
Uses different numerical scheme, but this is done on purpose to improve the 
accuracy of plume transport and dispersion 

 

11.5 MESO-RUSTIC 

The tightly-coupled off-line modeling system consists of a RANS CFD urban wind flow code, 

Realistic Urban Spread and Transport of Intrusive Contaminants (RUSTIC), that is coupled with a 

Lagrangian random-walk particle advection and diffusion code (MESO), with the aim of 
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predicting the fate of airborne materials in built environments (Diehl et al., 2007). The 

simulation suite is composed of RUSTIC v2, RMAT, and MESO 10.0. The RMAT (Rural 

Micrometeorological and Turbulence) model is a micrometeorological model that can be used 

to initialize RUSTIC atmospheric stability parameters, or can be run in relatively flat terrain for 

larger domains to provide atmospheric turbulence estimates for rural dispersion (Roney, 2013, 

personal communication).  

RUSTIC has an expanding grid capability to speed up the simulation and is designed for 

atmospheric flows with buildings and/or topography in domains up to 2 km with resolution on 

the order of a few meters. MESO reads the wind and turbulence fields produced by RUSTIC 

from the hard disk to run the dispersion scenarios. The wind field is interpolated in time. MESO 

10.0 is written in C++ and is structured so that it is relatively easy to remove, replace, and add 

capabilities as needed. A nesting capability that corresponds with RUSTIC meteorological nests 

was added. Algorithms for doing indoor dispersion inside of buildings were also added. MESO-

RUSTIC was selected as a candidate RANS CFD modeling system because as Table 11-11 shows 

it includes a good number of CBRN capabilities, though it is missing the positively and 

negatively buoyant release types (TIC’s, RDD’s, IND’s, fires).  

 

Table 11-10. MESO-RUSTIC Modeling System Overview.  

Met model type Prognostic Eulerian computational fluid dynamics model 

T&D model type Lagrangian random-walk dispersion code. 

Currently linked system? Yes, linked in off-line manner 

Exchange of Met output to T&D Via files written to and read from hard disk 

Two-way feedback? No 

Plume transport range Microscale: tens of meters to kilometers. Note: MESO has been used for 
mesoscale transport and dispersion. 

Suite of CBRN capabilities Good CWA and BWA capabilities. Minimal TIC capabilities. No dirty bomb or 
IND/CND capabilities.  

Special point source treatment? Random-walk approach inherently allows for correct near-source behavior. 
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Table 11-11. MESO-RUSTIC CBRN capabilities. Provided by Jason Roney (2013). 

MESO-RUSTIC CBRN capabilities  

Toxic industrial chemicals source term 

From pipe, horizontal cylinder tank, … 
Flashing releases, subcooled releases, … 
BLEVE 

N, MESO 10.0 has a series of classical source 
types that can be used only as surrogate 
representations 

Toxic industrial chemicals: Dense gas releases 

Slumping 
Entrainment 
Turbulence damping within the cloud 
Presence of obstacles 
Two-phase releases (liquid droplets within a vapor phase) 
Droplet thermodynamics 
Droplet gravitational settling 
Surface deposition 
Slumping on inclined plane 
Slumping in complex topography 
Water vapor condensation thermodynamics 
Chemical reactions 

N 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
N 
N 
N 
N 

Toxic industrial chemicals: Buoyant gas releases 

Buoyant rise 
Buoyancy induced turbulence 
Entrainment 
Presence of obstacles 
Thermodynamics (e.g., ammonia + water vapor) 
 
Surface deposition 
Chemical reactions 

Y (only for density difference) 
N (uses atmospheric turbulence) 
Y 
Y 
N (MESO does not condensate gases, but 
evaporates droplets) 
Y (for gases) 
N 

Liquid pools 

Spreading 
Evaporation/boiling 
Energy balance: long and short wave radiation, ground heat conduction, 
atm. forced convection  
Effect of sloping terrain 
Friction with ground 
Spreading on water 
Presence of obstacles 
Absorption/desorption into/from the terrain 

N 
Y (pool simply evaporates) 
N 
 
N 
N 
N 
N 
N 

Pool-fires 

Effect of wind 
Non-circular pools 

N 
N 

Flash fires N 

Vapor cloud explosions (confined/unconfined) N 

Chemical weapon agent source terms 
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Bomblets 
 
 
Sprayers 

Y (MESO 10 includes new sources that allow 
multiple sources at multiple times which can 
be used to simulate bomblets) 
Y (MESO 10 we include rudimentary sprayers 
and moving sprayers as though attached to a 
moving vehicle) 

Chemical weapon agents 

Track both vapor and droplets 
Droplet size distribution 
Droplet evaporation  
Evaporation with local CWA vapor pressure 
Secondary evaporation on the ground 
Porous surface absorption  
Gravitational settling 
Surface deposition 
Precipitation scavenging 
 
Chemical reaction with rain droplets 

Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y 
Y (only in the MESO 9.0/PIC code integration) 
N 

Dry biological releases 

Gravitational settling 
Surface deposition 
Particle size distribution 
Resuspension 
Precipitation scavenging 
UV decay 

Y 
Y 
Y 
N 
N 
Y (in MESO 9.0, but not ported to MESO 10.0 
yet) 

Biological slurry 

Droplet and particle size distribution 
Droplet evaporation 
Evaporation with local water vapor pressure 
Gravitational settling 
Surface deposition 
Resuspension 

Y 
Y 
Y 
Y 
Y 
N  

Radiological dirty bombs 

Source term calculator: initial cloud size and temperature based on high 
explosive mass 
Buoyant rise 
Buoyancy induced turbulence 
Particle size distribution 
Gravitational settling 
Precipitation scavenging 
Activity decay 
Track daughter products 

N 
N 
N 
N 
N 
N 
N 
N 
N 

Nuclear accidents 

Buoyant rise N 
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Buoyancy induced turbulence 
Particle size distribution 
Gravitational settling 
Precipitation scavenging 
Activity decay 
Track daughter products 

N 
N 
N 
N 
N 
N 

Conventional or improvised nuclear detonations 

Source term calculator: initial cloud size and temperature based on high 
explosive mass 
Final stabilized cloud method 
Dynamic cloud rise 
Buoyancy induced turbulence 
Particle size distribution 
Gravitational settling 
Precipitation scavenging 
In-cloud washout 
Activity decay 
Track daughter products 

N 
 
N 
N 
N 
N 
N 
N 
N 
N 
N 

Large Fires (urban, forest, chemical storage site) 

Source term calculator 
Buoyant cloud rise 
Buoyancy induced turbulence 
Particle size distribution  
Gravitational settling 
Precipitation scavenging 
In-cloud washout 
Track daughter products (e.g., soot reactions, other chemical reactions) 

N 
N 
N 
N 
N 
N 
N 
N 

 

Tightly-Coupled On-Line Modeling System. The MESO-RUSTIC system is an example of a tightly-

coupled off-line modeling system in which the CFD and T&D codes share map projections and 

databases, and MESO utilizes the wind, temperature and turbulence information directly from 

RUSTIC so that there are no inconsistencies in the turbulence and surface layer schemes. 

Although there are no plans to couple the codes on-line (Roney, 2013, personal 

communication), since the modeling system is already tightly coupled and is one of the few CFD 

modeling systems that includes both chemical and biological agent capabilities, it could be 

leveraged to build an on-line system. To couple them on-line, the MESO and RUSTIC codes will 

have to communicate through the RAM instead of using files. Since the same team develops 

and maintains both codes, this will likely be easier to implement as compared to codes 

developed independently. Furthermore, some of the integration work has already been 

accomplished since a wrapper has been developed by the Naval Surface Warfare Center 
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(NSWC) in the Joint Expeditionary Collective Protection System Performance Model (JECP SPM) 

implementation. In this case, all the statements in MESO to read from files will have to be 

replaced with initialization calls from RUSTIC. Some rewriting will be necessary to separate any 

calculations from the variable initialization. 

An on-line system will allow for more frequent import of RUSTIC 3D mean and turbulence fields 

by the MESO code, reducing time interpolation errors for unsteady conditions without a severe 

computational penalty as would be the case for an off-line approach. However, due to the use 

of a Lagrangian random-walk code, it will not be straight forward to incorporate plume 

feedback into RUSTIC’s Eulerian momentum and heat conservation equations without a great 

deal of work developing ad-hoc parameterizations (this explains why the dense gas slumping 

and buoyant releases are not part of MESO-RUSTIC CBRN capabilities, see Table 11-11). Since 

the negatively and positively buoyancy effects are important to include in plume transport and 

dispersion calculations at the urban scale, one might consider adding a scalar concentration 

advection-diffusion solver to RUSTIC and then transition to the MESO random-walk dispersion 

code as the plume mixes with ambient air and buoyancy becomes less important.  

MESO has also been run with input data from other Met codes (e.g., MM5, ACMES, NCEP), 

therefore it could potentially be coupled to one of these models instead of RUSTIC (Roney, 

2013, personal communication).  

Table 11-12. MESO-RUSTIC model inconsistencies.  
Green: Already Consistent; Yellow: Minor Inconsistencies; Red: Major Inconsistencies.  

MESO-RUSTIC 
Map projection  Same map projection 

Map parameters  
No map parameters. At this scale, not important, except if importing wind 
measurements or comparing output to wind measurements. 

Vertical coordinate system  Same coordinate system 

Database inconsistencies  None  

Database processing ????  

Physical parameterizations ??? RUSTIC turbulence and heat flux are re-evaluated for deposition in urban areas 

Turbulence  MESO uses RUSTIC-computed turbulence and surface layer similarity values 

Horizontal grid  
MESO grid is offset by one-half of a RUSTIC cell, thus requiring horizontal 
interpolation??? 

Grid stencil ???  

Numerical methods  N/A since MESO is a Lagrangian T&D model. 
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11.6 FAST3D-CT 

NRL’s FAST3D-CT is an on-line large eddy simulation (LES) CFD code adapted to work around 

buildings and to handle plume transport and dispersion via an Eulerian scalar concentration 

advection-diffusion solver (Patnaik et al., 2007). It includes various meteorological capabilities 

including solar heating, a surface energy balance, building shading, a heat conservation 

equation, and atmospheric stratification (Patnaik and Boris, 2007). As shown in Table 11-14, it 

includes a broad range of CBRN capabilities, although it is missing source term models.  

 

Table 11-13. FAST3D-CT Modeling System Overview.  

Met model type Prognostic Eulerian computational fluid dynamics model 

T&D model type Eulerian advection-diffusion scalar concentration equation 

Currently linked system? Yes, linked in on-line manner 

Exchange of Met output to T&D Via RAM 

Two-way feedback? Feedback via buoyancy.  

Plume transport range Microscale: meters to kilometers 

Suite of CBRN capabilities Underlying thermodynamic and particle dynamics included. But lacks CBRN 
source term models.  

Special point source treatment? Run in fairly high resolution, so near-source artificial dilution not that critical. 

 

Table 11-14. FAST3D-CT intrinsic CBRN capabilities. Provided by Gopal (2013). 

FAST3D-CT CBRN capabilities  
 

Passive Release 
Deposition 
Decay Rate 
Particle Size Dependent Gravitational Settling 
Other 

Y 
Y 
Y 
Up to 12 independent particle 
groups 

Toxic industrial chemicals source term 
From pipe, horizontal cylinder tank, … 
Flashing releases, subcooled releases, … 
BLEVE 

N 
N 
N 
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Toxic industrial chemicals: Dense gas releases 
Slumping 
Entrainment 
Turbulence damping within the cloud 
presence of obstacles 
two-phase releases (liquid droplets within a vapor phase) 
droplet thermodynamics 
droplet gravitational settling 
surface deposition 
slumping on inclined plane 
slumping in complex topography 
water vapor condensation thermodynamics 
chemical reactions 

Y 
Y 
Y 
Y 
N 
N 
Y 
Y 
Y 
Y 
N 
N 

Toxic industrial chemicals: Buoyant gas releases 
buoyant rise 
buoyancy induced turbulence 
entrainment 
presence of obstacles 
thermodynamics (e.g., ammonia + water vapor) 
surface deposition 
chemical reactions 

Y 
Y 
Y 
Y 
N 
Y 
N 

Liquid pools 
spreading 
evaporation/boiling 
energy balance: long and short wave radiation, ground heat 
conduction, atm. forced convection  
effect of sloping terrain 
friction with ground 
spreading on water 
presence of obstacles 
absorption/desorption into/from the terrain 

N 
N 
N 
N 
N 
N 
N 
N 
N 

Pool-fires 
effect of wind 
non-circular pools 

N 
N 

Flash fires N 
Vapor cloud explosions (confined/unconfined) N 
Chemical weapon agent source terms 
bomblets 
sprayers 

N 
N 

Chemical weapon agents 
track both vapor and droplets 
droplet size distribution 
droplet evaporation  
evaporation with local CWA vapor pressure 
secondary evaporation on the ground 
porous surface absorption  

Y 
Y, Up to 12 bins 
Y 
N 
N 
N 
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gravitational settling 
surface deposition 
precipitation scavenging 
chemical reaction with rain droplets 

Y 
Y 
N 
N 

Dry biological releases 
gravitational settling 
surface deposition 
particle size distribution 
resuspension 
precipitation scavenging 
UV decay 

Y 
Y 
Y, Up to 12 bins 
N 
N 
Y 

Biological slurry 
droplet and particle size distribution 
droplet evaporation 
evaporation with local water vapor pressure 
gravitational settling 
surface deposition 
resuspension 

Y, Up to 12 bins 
Y 
N 
Y 
Y 
Y 

Radiological dirty bombs 
source term calculator: initial cloud size and temperature 
based on high explosive mass 
buoyant rise 
buoyancy induced turbulence 
particle size distribution 
gravitational settling 
precipitation scavenging 
activity decay 
track daughter products 

 
N 
Y 
Y 
Y, Up to 12 bins 
Y 
Y 
N 
N 

Nuclear accidents 
buoyant rise 
buoyancy induced turbulence 
particle size distribution 
gravitational settling 
precipitation scavenging 
activity decay 
track daughter products 

Y 
Y 
Y, Up to 12 bins 
Y 
Y 
N 
N 

Conventional or improvised nuclear detonations 
source term calculator: initial cloud size and temperature 
based on high explosive mass 
final stabilized cloud method 
dynamic cloud rise 
buoyancy induced turbulence 
particle size distribution 
gravitational settling 
precipitation scavenging 
in-cloud washout 

N 
 
N 
Y 
Y 
Y, Up to 12 bins 
Y 
Y 
N 
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activity decay 
track daughter products 

N 
N 

Large Fires (urban, forest, chemical storage site) 
source term calculator 
buoyant cloud rise 
buoyancy induced turbulence 
particle size distribution  
gravitational settling 
precipitation scavenging 
in-cloud washout 
track daughter products (e.g., soot reactions, other chemical 
reactions) 

N 
y 
Y 
Y, Up to 12 bins 
Y 
Y 
N 
N 

 

Tightly-Coupled On-Line Modeling System with Feedback. FAST3D-CT is already on-line and 

tightly-coupled, has some meteorological capabilities, handles many CBRN plume phenomena, 

and includes positive and negative buoyancy feedback for dense gas releases and hot releases 

such as dirty bombs, INDs, and fires. The FAST3D-CT LES code would be ideal for research 

applications in which different CBRN physics and meteorological mechanisms are being studied 

concurrently. The code does not include the actual source terms, however, and they would be 

essential to add for detailed simulations of near-source plume transport and dispersion. Since 

the code also includes a solar radiation and surface energy budget capability, the code could be 

adapted to include the direct and indirect feedback effects of the plume on the radiation and 

surface energy balance to investigate whether atmospheric stability, turbulence, and wind 

patterns are altered by the plume passage. There is no mention of terrain elevation in the 

handful of FAST3D-CT papers that we have read. Since terrain is important in plume transport 

and dispersion, this would be a recommended capability to add to the code. 

 

11.7 SWIFT-SCIPUFF 

There are a number of examples of well-known off-line T&D modeling systems that use a 

diagnostic wind model to drive the transport and dispersion, e.g., CALMET-CALPUFF, ADAPT-

LODI. Although a coupled diagnostic modeling system is not a good choice for studying two-way 

feedback mechanisms, an on-line system would still be useful to speed up the calculations for 

applications in which a lot of data is passed between models and to encourage consistency 

between Met and T&D models and removal of redundant algorithms. In fact, the predominant 

diagnostic modeling system used in the US DoD community, SWIFT-SCIPUFF, is already on-line 
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and fairly tightly-coupled. The SWIFT (Stationary WInd Fit and Turbulence) diagnostic wind 

model is based on the MINERVE code that quickly generates a steady-state 3D gridded wind 

field by interpolating wind measurements over a regular grid and then imposing mass-

consistency. It accounts for spatial variation of the surface roughness and non-thermodynamic 

terrain effects on the wind field. As described in Section 11.1, SCIPUFF is a Lagrangian Gaussian 

puff atmospheric dispersion model able to handle a wide range of CBRN release types (see 

Table 11-2). In this sub-section, we describe the SWIFT-SCIPUFF on-line system and discuss 

possible modifications that would make the system more tightly coupled. The material in this 

section is based on the MINERVE v. 7 Design Manual (Aria, 2002), the SCIPUFF v. 2.4 Technical 

Documentation (Sykes et al., 2008), and personal communications with Sykes (2013). 

Table 11-15. SWIFT-SCIPUFF Modeling System Overview.  

Met model type Eulerian Diagnostic Wind Model 

T&D model type Lagrangian puff transport and dispersion model 

Currently linked system? Yes, linked in on-line manner 

Exchange of Met output to T&D Via RAM 

Two-way feedback? No  

Plume transport range sub-kilometer to hundreds of km 

Suite of CBRN capabilities Full suite of CBRN capabilities (see Table 11.2).  

Special point source treatment? Lagrangian puff model inherently treats near-source diffusion correctly. 

 

Tightly-Coupled On-Line Modeling System. Most on-line systems in the air quality community 

have the T&D model integrated into the Met model. This is likely due to the prognostic Met 

codes being larger and more complex, and thus it is easier to merge the T&D model into the 

Met model. SWIFT-SCIPUFF is the opposite: a SWIFT DLL is embedded into SCIPUFF as a sub-

routine and is called to perform the interpolation of wind measurements and impose mass-

consistency. Information between the codes is passed via RAM through argument list variables. 

Since a diagnostic code is much simpler and smaller than a prognostic Met model and because 

the SCIPUFF algorithms are used for the majority of calculations (e.g., surface layer similarity, 

turbulence, PBL growth, LULC properties) having the diagnostic wind model integrated into 
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SCIPUFF makes sense. The DLL approach was chosen because SWIFT is a proprietary code 

(Sykes, 2013, personal communication), but also has other advantages related to ease of 

implementation and maintenance (see Section 10.3). 

Since SCIPUFF passes the relevant information needed by SWIFT to calculate the wind fields 

(e.g., terrain elevation, BL depth, roughness length, atmospheric stability), the codes are tightly 

coupled with respect to surface layer similarity parameterizations and terrain and 

landuse/landcover databases (i.e., SWIFT does not use its own BL depth or surface similarity 

schemes nor its own LULC databases to compute parameters). From the SWIFT/MINERVE and 

SCIPUFF technical documentation, it appears that the codes are also tightly-coupled with 

regards to vertical coordinate system as SWIFT uses a terrain-following z* vertical coordinate 

system and SCIPUFF has this as one of its vertical coordinate system options. They are also 

tightly-coupled with respect to horizontal grid stencil as SCIPUFF has an option to import a 

staggered horizontal grid specifically for the SWIFT staggered horizontal grid. According to 

Warner et al. (2002), SWIFT requires a UTM map projection, and as discussed earlier in Section 

11.1, SCIPUFF has this map projection option as well as the appropriate map scaling and 

convergence factor corrections. As can be seen in Table 11-16, SWIFT and SCIPUFF are already 

tightly-coupled in many aspects.  

 

Table 11-16. SWIFT-SCIPUFF model inconsistencies.  
Green: Already Consistent; Yellow: Minor Inconsistencies; Red: Major Inconsistencies. 

SWIFT- SCIPUFF 
Map projection  Communication via UTM coordinates  

Map parameters ??? 
SCIPUFF contains map parameters and passes wind measurements to SWIFT, 
so convergence factor not an issue. 

Vertical coordinate system  Same vertical coordinate system. 

Database inconsistencies  SCIPUFF passes all relevant information to SWIFT, so no DB inconsistencies.. 

Database processing  
SCIPUFF handles all database processing. Potential terrain and wind field 
inconsistency when SCIPUFF averages values over puff dimension when puff is 
large relative to Met grid size. 

Physical parameterizations  SCIPUFF does computations and passes relevant information to SWIFT.  

Turbulence  Not used in SWIFT wind calculations so no inconsistencies. 

Horizontal grid  Both models can be set up with the same grid. 

Variables location on the 
computational grid 

 SCIPUFF can read staggered wind velocities. 

Numerical methods  N/A, since SCIPUFF is a Lagrangian T&D model. 
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One of the potential problems of the SWIFT-SCIPUFF modeling system as currently 

implemented is that all the wind fields are pre-calculated and thus there may be memory 

limitations depending on the number of grids and the number of times the wind fields are 

calculated. The alternative is to run SWIFT to produce one wind field per I/O exchange time 

step, but this approach requires some coding to implement the time synchronization and to 

modify SCIPUFF because it is configured to read all the Met files at the beginning of the 

simulation. According to SCIPUFF lead developer, this change would be fairly easy to implement 

(Sykes, 2013, personal communication). To speed up the coupled system even further, the two 

models could potentially be run concurrently since there is no feedback. In this case, the key is 

to always calculate the wind fields before they are needed by SCIPUFF. The amount of coding 

necessary to add this feature is thought to be minimal.  

Two-Way Feedback. Large persistent plumes can alter the solar radiation balance and 

therefore could impact the surface layer stability and the growth of the boundary layer. In most 

cases, diagnostic wind models are not good candidates for two-way feedback due to lack of 

conservation equations. Since SWIFT does not calculate the solar radiation flux nor the surface 

energy balance, it cannot incorporate this feedback from the SCIPUFF plume into the SWIFT 

wind field calculations as the model currently stands. However, with the addition of new 

parameterizations, the effect of the atmospheric stability and boundary-layer growth on the 

wind field could be captured in SWIFT or SCIPUFF through modifications to the sensible heat 

flux as a function of the reduction of the solar radiation flux that are based on, for example, 

particle concentration dependent optical depth.  

11.8 Summary 

Utilization of current Met and T&D models to create an on-line modeling system will likely 

result in faster and less costly implementation. Leveraging the SCIPUFF T&D model for tightly-

coupled off-line or on-line systems is advantageous since it has many CBRN capabilities and is 

already linked to a number of mesoscale prognostic models (e.g., WRF, MM5, COAMPS). 

However, since it is a Lagrangian puff model, implementing two-way feedback is not trivial. For 

applications in which two-feedback between the T&D and Met models is important, including 

an Eulerian scalar-concentration advection-diffusion equation solver in the Met model is the 

best approach. If using WRF, one could take advantage of the WRF-Chem on-line modeling 

system that already has advection-diffusion solvers to track chemical species. COAMPS also has 
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an on-line advection-diffusion solver integrated into the model that is used for dust storm and 

passive tracer calculations. For both WRF and COAMPS, significant effort would be required to 

add CBRN capabilities. Additionally, as discussed in Section 8.4 the coarse horizontal resolution 

typically used in Met codes will result in near-source artificial dilution of the plume especially 

for point source releases and so modifications to the codes to account for the higher resolution 

needed by plumes may be necessary. The OMEGA mesoscale model has an on-line advection-

diffusion solver and also has an adaptive mesh capability that can put high resolution in the 

vicinity of the plume. It also can treat some specific CBRN release types, but significant work 

would still be required to obtain a full-suite of capabilities. Although there are hundreds of CFD 

codes, few have CBRN and meteorological capabilities. Exceptions include MESO-RUSTIC and 

FAST3D-CT, although both codes would require a sizeable level of effort to obtain a full-suite of 

CBRN capabilities. Since the MESO-RUSTIC modeling system contains a Lagrangian random-walk 

code it has an advantage over Eulerian advection-diffusion solvers, namely no numerical 

diffusion. However, the Lagrangian model it is not a good candidate for implementing two-way 

feedback. FAST3D-CT, on the other hand, contains an Eulerian advection-diffusion solver and 

thus could look at two-way feedback issues on the urban scale. Additionally, since it is an LES 

code, it would be appropriate for research applications to ascertain the importance of feedback 

mechanisms on the micro- and urban-scales. 
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12 Allocation of Research Dollars 

A legitimate question to ask, given finite resources, is whether the allocation of research dollars 

towards developing on-line systems for CBRN plume T&D modeling will result in significantly 

enhanced capabilities or whether dollars allocated to some other aspect of plume T&D 

modeling would provide more impact.  That is, where will the best “bang-for-the-buck” be 

found. Obviously, this is a difficult question to answer: determining which enhancements to 

models will result in the “best” improvements will depend on the application and the 

community using the model, i.e., what questions need to be answered and how accurately they 

need to be answered. This means that the sponsor agencies will have to address the problem of 

deciding if higher returns and advancements will be achieved by either improving the current 

Met and T&D models or by developing on-line coupled systems.  

As is well known in the meteorological and transport and dispersion communities, there are 

numerous uncertainties and over-simplifications in the Met and T&D models themselves. This 

may be related to how they parameterize turbulence, account for inflow or surface boundary 

conditions, the validity of Monin-Obukhov similarity in complex terrain, numerical scheme 

diffusion issues, how buoyant rise or dense gas slumping is parameterized, uncertainty about 

how to specify source terms (e.g., the mass released, the particle size distribution, the fraction 

of droplets vs. gas), approximations in radiation balance and energy budget schemes, 

uncertainty in land use/land cover databases, uncertainties in health effects levels, among 

other things.  

These inherent model limitations need to be compared to the inconsistencies introduced by 

running the models in a loosely-coupled off-line fashion. For example, how much effort should 

be spent on ensuring map projections are consistent if the associated error in the computed 

wind direction is only a degree or two, given that the uncertainty in the input wind direction 

from a measurement is likely five to ten degrees or more? Shin and Hong (2011) compared five 

PBL parameterization/surface layer scheme options available in WRF (see Table 12-1) and 

found that the computed PBL height shows remarkable differences among the schemes with its 

maximum ranging from 700 to 2050 m (see Figure 12.1).  These large differences in PBL height 

would result in large differences in the vertical mixing of the plume, the stability of the 

atmosphere, and likely the wind speed and direction with height.   
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Table 12-1. Pairing between PBL and SL schemes in WRF (Shin and Hong, 2011). 
Experiment PBL scheme SL scheme 

YSU YSU PBL MM5 similarity 

ACM2 ACM2 PBL PX similarity 

MYJ MYJ PBL Eta similarity 

QNSE QNSE PBL QNSE similarity 

BouLac BouLac PBL Eta similarity 

 

 

Figure 12.1. Time series of the simulated PBL height for the five experiments 
(from Shin and Hong, 2011).  

As discussed in Section 7, some of the CBRN release types may result in feedback on the 
meteorology that then subsequently alters plume transport and dispersion.  For these cases, an 
on-line modeling system would be advantageous since it is well-suited for handling two-way 
plume-to-met feedback.  Even for release types in which the feedback has been parameterized 
within the T&D model, on-line modeling may provide a more accurate and robust solution, 
especially for complex environments and flow regimes.   With the lack of quantitative 
information on the impacts of two-way plume-to-met feedback, we think it would be beneficial 
to first explore their feedback behavior using existing on-line modeling systems or with loosely-
coupled on-line systems.   For some release types, much of the two-way feedback occurs at the 
microscale, and thus a CFD model with an embedded Eulerian advection-diffusion T&D solver, 
CBRN capabilities, and atmospheric physics would be required to study near source plume-
atmosphere behavior.     
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13 Summary and Conclusions 

This report provides a fairly in-depth discussion on the advantages and limitations of the on-line 

modeling paradigm as compared to the off-line approach. The evaluation was based on four 

main criteria: (1) the potential improvement in representativeness of the plume transport and 

dispersion for CBRN scenarios, (2) the run-time performance of the overall system, (3) the 

difficulty of implementation, and 4) other indicators such as long-term maintenance of the 

system, the necessary expertise required to develop the system, and the applicability of the 

system to different applications.   

Unfortunately there is no easy answer to saying which approach is better.  It depends, among 

other things, on the application, the types of models being used, the spatial and temporal scale 

of the problem, the type and size of the release, the meteorological conditions, the run-time 

requirements, and the type of assessment that needs to be done (e.g., real-time response, 

post-event analysis, vulnerability assessments, training and planning, theoretical 

understanding).  Other issues such as required expertise, development costs, and long-term 

maintenance further complicate the issue.   

The main intrinsic advantage of an on-line coupled modeling system is the much faster transfer 

of input and output data via RAM between the Met/CFD code and T&D model as compared to 

writing and reading the files to and from the hard disk as in the off-line approach.  This speed 

advantage results in three problem types in which on-line coupled modeling has a distinct 

advantage over off-line approaches because of the large amounts of data being passed back 

and forth between the models: 

1) for cases in which two-way feedback between the plume and meteorology is 

important; 

2) for meteorological conditions that vary rapidly in time; and  

3) for applications in which the turbulent nature of the flow field and plume need to 

be investigated. 

One of the keys to determining if on-line modeling with two-way feedback is worth pursuing for 

CBRN plume transport and dispersion applications requires not only considering if there is any 

feedback from the plume onto the meteorology, but whether the feedback ultimately alters the 

plume transport and dispersion. If the plume-to-met feedback does not influence the plume 
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impact zone, it may not be necessary to invest in the development of such systems for 

operational applications. 

Feedback mechanisms are not expected to be important for many CBRN release types because 

of their small size and short time duration.  However, as outlined in Section 7, there are a 

handful of release types that could alter the meteorological fields and subsequently modify the 

plume transport and dispersion: 

• conventional and improvised nuclear detonations and to a lesser extent any sort of 

accident involving long-term emissions from fires (e.g., secondary fires, large liquid pool-

fires, a chemical storage facility with multiple explosions and containers on fire) have 

the potential to influence the microscale meteorology and possibly the mesoscale 

meteorology through the emission of heat, water vapor, and pollutants that impact the 

radiation balance; 

• large dense and buoyant gas releases (e.g., toxic industrial chemicals discharged from 

storage containers) are expected to modify the wind, turbulence, and temperature 

fields within the cloud on the local scale;  

• for typical biological agent and chemical weapons agent release scenarios, no 

appreciable feedback is likely, except possibly for a large wet slurry release that 

modifies the local humidity fields;  

• dust storms definitely alter the radiation flux and surface energy balance, but it is not 

clear whether this then alters the path of the dust storm or its vertical mixing.  

Little direct evidence exists that conclusively proves that the plume transport and dispersion is 

altered due to two-way feedback, except for buoyancy-driven flows (which in practice has not 

been solved by coupling Met and T&D models with two-way feedback, but rather by 

parameterizing the buoyancy effect within the T&D model). For R&D purposes, we recommend 

that investment be made in tightly-coupled on-line modeling systems to better understand the 

impact of CBRN releases on the meteorology, since it is very difficult to ascertain whether 

plume-to-met feedback is important from experimental measurements alone.  A properly-

validated R&D-grade on-line modeling system will allow for development of plume-to-met 

feedback parameterizations for use in T&D models, and for testing whether current feedback 

parameterizations are valid in more complex environments.  Hence we recommend future 

numerical modeling research efforts to more thoroughly investigate the potential impact of 
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two-way feedback for a number of CBRN release types (see Section 7.12).  Table 13-1 provides 

a summary of the importance of two-way feedback from the plume onto the meteorological 

field for different CBRN release types at the microscale and mesoscale.   

Table 13-1. Importance of Feedback for Different CBRN Release Types 
TIC’s Dense Gases   
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Microscale Yes 
The dense gas can affect the local wind field through the buoyancy term and suppress 
turbulence through stratification in the vicinity of the dense gas cloud. 

Mesoscale No 
Release amounts not large enough to have an influence on the mesoscale 
meteorology. However, the negative buoyancy feedback at the local scale can alter the 
height and geometry of the “source” as described above. 
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 Microscale Likely 

Wind speed and turbulence modification change the cloud advection speed and fresh 
air entrainment. The effect most relevant for low wind speed, large releases, and large 
density differences. Terrain slope significantly alters cloud transport direction. 

Mesoscale Possibly 
The low height of the dense gas cloud on the local scale can impact the mesoscale T&D 
in some cases due to initial cloud T&D being close to the ground and being advected 
by slower winds. Terrain slope significantly alters cloud transport direction. 

N
ot
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The feedback of the density effects of the release onto the local wind and turbulence fields are often parameterized 
within the T&D model. Complex flow conditions (e.g., sloped terrain, urban areas) are more difficult to parameterize, 
so an on-line system in which the density effects are fed into the Met/CFD model to create the negatively buoyant 
flow may be advantageous. 

TIC’s Buoyant Gases   
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Microscale Possibly 

The buoyant gas can induce vertical winds and turbulence at the cloud location and in 
the immediate surroundings. The handful of buoyant TIC’s are typically only mildly 
buoyant, however. More likely to be relevant for larger releases, larger density 
differences, and light wind conditions. 

Mesoscale No 

Release amount not large enough to have an influence at the mesoscale. However, the 
positive buoyancy feedback at the local scale can alter the height and geometry of the 
“source” as described above. The handful of buoyant TIC’s are typically only mildly 
buoyant, however. 

Pl
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? Microscale Possibly 

Depending on the amount of buoyancy of the TIC, there will be buoyant rise, 
subjecting the plume to winds at different heights, possibly altering transport direction 
due to wind shear. The rise will also reduce surface concentrations. Larger rise for low 
wind speeds, large density differences, and large releases. 

Mesoscale Possibly 

The buoyantly-induced rise on the local scale can result in radically altering the 
mesoscale transport direction and reduction of surface level concentrations depending 
on the variation of wind direction with height. Larger rise for low wind speeds, large 
density differences, and large releases. 
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N
ot

es
 

The feedback of the density effects onto the local wind and turbulence fields is often parameterized within the T&D 
model. Complex flow conditions (e.g., variable stratification, mountainous terrain, urban areas) are more difficult to 
parameterize, so an on-line system in which the density effects are fed into the Met/CFD model to create the 
positively buoyant flow may be advantageous. 

TIC’s Liquid Pools   
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Microscale Not likely 
The pool can modify the local surface albedo and mass and energy fluxes but the 
effects are expected to be localized close to the surface and undetectable beyond the 
pool extent. If the release is cold, it could modify the surface layer stratification. 

Mesoscale No 
Typical release amounts not likely to impact the mesoscale meteorology. Very large oil 
spills in the ocean could alter local albedo and evaporation, thus possibly modifying 
near surface temperature, humidity, and atmospheric stability. 
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? Microscale Possibly 

Minimal effects on the plume transport are expected. Local temperature and near-
surface stratification may influence the evaporation rate.  

Mesoscale No Release amounts too small to result in plume-to-met feedback. 

N
ot

es
 Temperature and/or local stratification effects could be parameterized within the evaporation model of an off-line 

modeling system. For research purposes, an on-line coupled system would be useful to determine if plume-to-Met 
feedback is important and for development of parameterizations.  

Flash Fires, Vapor Cloud Explosion, Chemical Pool-Fires 
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Microscale Yes 
The heat generated by the fire causes an updraft which then sucks in fresh air 
horizontally near the surface creating a local circulation. More relevant for low wind 
speeds and larger fires. 

Mesoscale Likely 

In addition to updrafts, for large fires that have a relatively long duration the smoke 
plume will change the radiation balance and therefore the surface energy balance, 
with the possibility of changes within the planetary boundary layer (e.g., temperature 
profile, stratification, wind circulation patterns). Smoke particles act as cloud 
condensation nuclei and alter rain patterns. Moisture injected into atmosphere as 
well. 
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Microscale Likely 
The buoyant rise impacts the plume injection height and therefore the impacts the 
surface-level concentrations and potentially the transport direction depending on the 
vertical wind shear.  

Mesoscale Likely 

In addition to the impact due to the buoyant rise, the absorption of the solar radiation 
by the dark plume can heat the plume and alter the injection height further. The 
potential alteration of rain patterns can effect washout and scavenging. Depending on 
the amount of smoke generated and plume coverage area, the reduction in the solar 
radiation could impact mesoscale circulation patterns, thus altering plume T&D.  
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N
ot
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 Parameterizations for plume injection height have been developed for mesoscale applications. They may not be 

appropriate for complex environments (i.e., mountain-valley circulations, urban environments). On-line modeling 
systems useful for this scenario. Note: fresh air intake increases the strength of the fire (3-way feedback).  

Chemical Weapon Agents  
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? Microscale Not likely 

Typical release quantities from sprayers or non-explosive bomblets are too small to 
affect the meteorology even at the microscale. Need to account for buoyancy in case 
of release by explosive bomblets or other explosive devices. See RDD’s below. 

Mesoscale No Release quantities are too small to affect mesoscale meteorology. 
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Microscale Not likely 

Sprayed releases do not result in plume-to-Met feedback. For explosive dissemination, 
one needs to account for the buoyant cloud rise (see RDD’s below). Buoyant rise will 
result in lower surface concentrations and potentially a different transport direction if 
there is any vertical wind shear. 

Mesoscale Not likely 
Release amounts too small to result in plume-to-met feedback. However, if explosively 
disseminated, buoyant rise may result in altered mesoscale T&D.  

N
ot

es
 Sprayed chemical agent releases likely too small to impact meteorology on local scale. If released explosively, then 

buoyant rise can be parameterized in the T&D model, rather than doing a complete on-line system. However, 
parameterizations likely only valid for ideal cases. 

Biological Weapons Agents  
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No for dry releases as release quantity is too small. Local change in humidity possible 
for a large wet slurry release. 

Mesoscale No Releases are too small to impact mesoscale meteorology. 
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 Microscale Possibly 

For a large wet slurry release, the decrease in droplet evaporation due to a local 
increase in humidity can lower the plume centerline due to enhanced gravitational 
settling, thus potentially increasing fallout, altering near-surface concentration, and 
possibly affecting the plume transport direction.  

Mesoscale Possibly 
Releases are too small to result in plume-to-Met feedback. However, the sub-grid local 
scale impact of the plume centerline being lowered due to larger droplets could alter 
plume T&D on the mesoscale.  

N
ot

es
 The humidity effect could be parameterized within the T&D model, i.e., an on-line system is not essential. If an on-line 

approach is used to investigate the impact of the humidity on plume T&D, very high grid resolution is required to 
capture this effect within the Met or CFD model.  

Radiological Dispersal Devices  
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Microscale Yes 
The heat generated by the explosion will likely lead to upward motion and perhaps 
buoyantly-generated turbulence. More relevant for low wind speeds and larger 
explosive mass. 
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Mesoscale No 

Release amount not large enough nor lasts long enough to influence the mesoscale 
meteorology. However, the positive buoyancy feedback at the local scale can alter the 
height and geometry of the “source” as described above resulting in the heated cloud 
being lofted higher into the atmosphere.  
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Microscale Likely 

Depending on the amount of heat generated by the explosion, there will be buoyant 
rise, subjecting the plume to winds at different heights, possibly altering transport 
direction due to wind shear. The rise will also reduce surface concentrations. Larger 
rise for low wind speeds and greater HE mass. 

Mesoscale Possibly 
The buoyancy-induced rise on the local scale can significantly altering the mesoscale 
transport direction and reduce surface level concentrations depending on the variation 
of wind direction with height. Larger rise for low wind speeds and greater HE mass. 

N
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 Parameterizations for buoyant rise for explosive releases are often embedded in the T&D model. However, they may 

not be appropriate for complex environments (i.e., mountain-valley circulations, urban environments), so that on-line 
modeling systems may be useful for complex scenarios and/or deriving better parameterizations.  

Conventional and Improvised Nuclear Devices 
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Microscale Yes 

The very large explosion may modify local terrain, local temperatures and will induce a 
very strong updraft and a strong in-rush of winds at the base of the mushroom cloud. 
The duration (without secondary fires) will be relatively short-lived (from minutes to 
tens of minutes), however. The duration (without secondary fires) will be relatively 
short-lived (from minutes to tens of minutes), however. 

Mesoscale Likely 

In addition to the feedback through the buoyancy term, the explosion may loft enough 
material into the air to modify the radiation balance and surface energy budget and 
form rain clouds. Subsequent fires may also result in persistence of a dark plume that 
continues modifying the radiation balance over a longer time period. Clearly, multiple 
explosions would result in greater extent of weather modification.  
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Microscale Yes 
The final height attained by the plume, dependent on the TNT yield, will determine 
which winds will advect it downwind and subsequent fallout patterns. 

Mesoscale Yes 

The final height attained by the plume, dependent on the TNT yield, will determine 
which winds will advect it downwind and subsequent fallout patterns. For a single 
explosion, not likely that the mesoscale weather patterns will be modified enough at 
high elevations to result in a different plume transport direction. 
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Parameterizations for buoyant rise for explosive releases are often embedded in the T&D model or as a separate 
source term model that provides an injection height or mushroom cloud source term for the T&D model. However, the 
parameterizations may not be reliable for complex environments (i.e., mountain-valley circulations, urban 
environments, complex vertical stratification, vertical wind shear), so that on-line modeling systems may be useful for 
complex scenarios and/or deriving better parameterizations. 

Nuclear Power Plant Accidents 
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Microscale Likely 

Depending on the size and nature of explosions and subsequent fires, the heat 
generated could induce a buoyant rise that can affect the wind field and turbulence in 
the immediate surrounding area. 

Mesoscale Not likely 

The heat from the explosion and subsequent fires will in all likelihood not affect the 
wind, temperature, and turbulence fields on the mesoscale. The amount of emitted 
particles in past events small relative to chemical pool fires, urban air pollution, and 
large fires and so likely will not alter the radiation balance enough to affect mesoscale 
atmospheric stability and circulations and likely will not alter cloud and precipitation 
development. 

Pl
um

e 
T&

D
 

 A
ff

ec
te

d?
 

Microscale Likely 

Depending on the thermodynamic input from explosions and fires, the rise of the 
cloud will reduce the near-source surface concentrations and the final height attained 
by the plume will determine the transport winds. Especially relevant for cases in which 
the wind direction changes with height, e.g., complex environments with complex flow 
fields.  

Mesoscale Likely 

The final height of the cloud can alter the surface concentrations, plume transport 
speed and direction. Since the thermodynamic source is small relative to a typical 
mesoscale grid size, a sub-grid parameterization to approximate the buoyancy-induced 
vertical velocity may need to be incorporated in the source term or T&D model. It is 
unlikely that the modification of the surface energy balance due to plume opacity will 
affect plume T&D. 
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Parameterizations for plume injection height have been developed but they may not be appropriate for complex 
environments (i.e., mountain-valley circulations, cities). On-line modeling systems useful for this scenario. 

Large Fires 
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Microscale Yes 
The heat generated by the fire causes an updraft which then sucks in fresh air 
horizontally near the surface creating a local circulation. More relevant for low wind 
speeds and larger fires. 

Mesoscale Likely 

In addition to updrafts, for large fires that have a relatively long duration the smoke 
plume will change the radiation balance and therefore the surface energy balance, 
with the possibility of changes within the planetary boundary layer (e.g., temperature 
profile, stratification, wind circulation patterns). Smoke particles act as cloud conden-
sation nuclei and alter rain patterns. Moisture injected into atmosphere as well. 
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Microscale Likely 
The buoyant rise impacts the plume injection height and therefore the impacts the 
surface-level concentrations and potentially the transport direction depending on the 
vertical wind shear.  

Mesoscale Likely 

In addition to the impact due to the buoyant rise, the absorption of the solar radiation 
by the dark plume can heat the plume and alter the injection height further. The 
potential alteration of rain patterns can effect washout and scavenging. Depending on 
the amount of smoke generated and plume coverage area, the reduction in the solar 
radiation could impact mesoscale circulation patterns, thus altering plume T&D.  
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Another advantage often touted for on-line systems is related to the consistency of map 

projections, databases, grid meshes, time steps, numerical schemes, and physics-based 

parameterizations between the Met/CFD and T&D models, implying that consistency means 

more accurate predictions will ensue.  We contend that consistency will not inherently be 

achieved in an on-line system (only that on-line coupling may encourage consistency via sharing 

of databases and code) and will require much work to do so (especially if coupling existing Met 

and T&D models).  We also contend that consistency could be incorporated into an off-line 

modeling system for likely much less time and effort as compared to building an on-line 

modeling system from existing off-line models or from scratch. Futhermore, we disagree that 

consistency always implies more accurate plume T&D calculations. In Section 8, we showed that 

in some cases consistency of grid meshes, numerical schemes, physics-based 

parameterizations, and databases between the Met/CFD and T&D models is not desired 

because it can actually diminish model performance.  Table 13-2 summarizes our findings on 

the impact of consistency issues on plume T&D.  Although we were able to find a few studies 

that showed how numerical or grid mesh inconsistencies could alter plume transport and 

N
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 Parameterizations for plume injection height have been developed for mesoscale applications. They may not be 

appropriate for complex environments (i.e., mountain-valley circulations, urban environments). On-line modeling 
systems useful for this scenario. Note: fresh air intake increases the strength of the fire (3-way feedback). 

Dust storms 
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Microscale Yes 
The dust resuspended on the microscale will reduce the solar radiation, but the short 
time duration will likely not result in a significant change in the atmospheric stability or 
modify local flow fields. 

Mesoscale Yes 

Large dust storms will reduce the solar radiation over a duration of hours to days. This 
could modify atmospheric stability as well as the growth of the planetary boundary 
layer, which could then alter the surface level wind velocity and possibly mesoscale 
flow patterns. 
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 Microscale No 

No effects on the dust plume speed and direction is expected due to plume- to-Met 
feedback. 

Mesoscale Possibly 
If large dust storms last a half day or more, then atmospheric stability and PBL growth 
may be altered, which could then result in different dust cloud mixing, as well as 
transport speed and direction. No direct evidence reported in the literature. 

N
ot

es
 Difficult to parameterize inside the T&D model. Winds result in particle resuspension, dust storm may impact 

meteorology via radiation balance. On-line approach with two-way feedback best-suited to study dust storms. 



 

 

 
298 

dispersion, there are not enough quantitative studies under a broad range of conditions to 

make broad sweeping conclusions (and in many cases there are tradeoffs to deal with).  

 
Table 13-2.  Summary of Consistency Issues 

= YES;  = SOMETIMES;  = NO 

Issue 
Plume T&D Altered? 

On-line Advantageous? 
Microscale Mesoscale 

Inconsistent Map 

Projections 

   

Consistent map projections in the Met and T&D model are desired to 
reduce potential horizontal interpolation errors when transferring 
data between models. Not likely an issue at microscale because many 
systems use Cartesian grid. Difficult to find quantitative information 
on how much the interpolation error ultimately alters plume T&D.  

On-line may encourage con-
sistent projections, but does 
not guarantee it, especially if 
using existing models. With 
effort, consistency can be 
obtained in off-line models. 

Inconsistent Map 

Parameters (map 

factor, convergence) 

   

For certain map projections, plume T&D can be affected if the map 
scale factor and convergence are not considered, especially at the 
mesoscale. Convergence is important at the microscale, but the map 
factor is not. For good coding practice, consistency is encouraged. 

On-line approach does not 
guarantee consistent map 
parameters, but may 
encourage it. With effort, 
consistency can also be 
satisfied with off-line models. 

Inconsistent Vertical 

Coordinates and 

Resolution 

   

Vertical interpolation errors have been shown to affect plume T&D at 
the mesoscale. However, to sufficiently resolve the plume and to meet 
Met model run-time constraints, matching vertical grid resolution may 
not be desired in all cases and can degrade plume T&D accuracy. 

On-line may promote consis-
tent grids, but notable effort 
to implement if leveraging 
existing models irregardless if 
on-line or off-line. 

Inconsistent 

Horizontal Grid Mesh 

   
Horizontal interpolation errors shown to affect plume T&D at the 
mesoscale for longer range T&D. However, for purposes of adequately 
resolving the plume and/or to meet Met model run-time constraints, 
matching horizontal grid resolution may not be desired in all cases and 
can degrade plume T&D accuracy. 

On-line may promote consis-
tent grids, but a lot of effort 
to implement if leveraging 
existing models irregardless if 
on-line or off-line. 
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Inconsistent Time 

Synchronization 

   
Temporal interpolation errors and mass inconsistency introduced by 
interpolation may affect plume T&D. More likely to be an issue for 
mesoscale models and for rapidly temporally-varying meteorological 
conditions. Important for microscale LES CFD as well. 

On-line may encourage time 
synchronization. For high 
frequency data exchange 
online is advantageous. 

Inconsistent 

Numerical Schemes 

for PDEs  

   
Mass inconsistencies will be introduced by inconsistent partial 
differential equation numerics (not relevant for Lagrangian T&D 
codes), but it is not clear how this will impact T&D. On the other hand, 
different numerical schemes in the atmospheric code and the 
advection-diffusion solver may improve overall model performance.  

On-line approach does not 
guarantee consistent 
numerical schemes, but may 
encourage consistency. 

Violation of Mass-

Consistency  

   
Errors due to inconsistent grids, map projection, numerics, time 
synchronization, topo smoothing and different mass consistency 
schemes can lead to violation of the mass consistency constraint and 
may affect plume T&D. Difficult to quantify impact of mass 
inconsistency versus error (or accuracy improvement) due to the 
database or numerical scheme inconsistency. Ensuring mass consis-
tency may lead to sub-optimal model performance in some cases. 

On-line approach does not 
guarantee mass consistency. 
However, due to the many 
issues that affect mass consis-
tency, likely easier to fully 
address mass consistency in 
an on-line system. 

Inconsistent 

Databases 

Not sure Not sure 
 

Although it would be good practice to have consistent databases or to 
have the Met model pass all the terrain, LULC, soil, and building-
related parameters directly to the T&D model, it is not clear how much 
this is an issue due to the lack of specific studies. Even if the Met and 
T&D model use the same DB, it does not guarantee a better solution 
due to uncertainties and ambiguities in the DB and differences in the 
interpretation of a DB. Note: use of a different DB in the Met model 
can impact the Met and T&D prediction, but there is little evidence 
that a different DB in the Met vs. T&D model alters plume T&D. 

On-line approach does not 
guarantee consistent data-
bases, especially if coupling 
existing codes, but will force 
developers to consider this 
issue. Can be solved in an off-
line system by passing the 
necessary fields from the Met 
to the T&D code. 

Inconsistent 

Interpretation of 

LULC Databases  

Not sure Not sure 
 

Even if Met and T&D models use the same land-use/land-cover 
database, they may aggregate the DB differently or specify different 
properties for the same land-class type. It is not clear how much this is 
an issue due to the lack of specific studies. Moreover, the potential 
effect of inconsistencies on plume T&D is likely smaller than that 
stemming from the uncertainty in specifying the LULC surface 

The on-line approach does 
not guarantee consistency, 
especially if coupling exisiting 
codes, but may encourage the 
developer to consider. With 
effort, an off-line approach 
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properties and/or how to aggregate the LULC classes.  could also satisfy this issue. 

Inconsistent 

Topographical 

Smoothing  

   

Interpolation error and mass inconsistency that result from smoothing 
the terrain differently in the Met and T&D models has been shown to 
affect plume T&D in mountainous terrain. More relevant at the 
mesoscale due to the potential of significant orographic variation. The 
issue becomes more complex if the Met and T&D horizontal grid 
resolution is different. This is an issue for both Eulerian and Lagrangian 
T&D models. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider. Can be 
solved in an off-line sys-tem 
by passing the smoothed 
fields from the Met to the 
T&D code. 

Inconsistent Surface 

Layer 

Parameterizations 

   
Differences in Met and T&D model surface layer parameterizations 
may affect plume T&D. More likely to occur at the mesoscale. 
Enforcing consistency may not lead to better plume T&D predictions 
however due to the uncertainty in the schemes themselves and 
different optimization of schemes for use in Met and T&D models. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider.  

Inconsistent 

Turbulent Schemes 

   
Inconsitencies in Met and T&D model turbulence parameterizations 
may affect plume T&D. Enforcing consistency may not lead to better 
plume T&D predictions however due to the uncertainty in the 
schemes themselves and different optimization of schemes for use in 
Met and T&D models. Furthermore, turbulence schemes for T&D 
models are fundamentally different due to their dependence on 
plume size, whereas Met and CFD turbulence models typically are not. 

The on-line approach does 
not guarantee consistency, 
especially if coupling existing 
codes, but may encourage the 
developer to consider.  

    

In the first part of Section 9 we looked at the advantages and limitations of on-line coupled 

modeling related to the application, e.g., urban vs. mesoscale applications, fast-response vs. 

research applications. From a run-time and plume accuracy standpoint, an on-line Met/CFD and 

T&D modeling system could be advantageous for cases in which the meteorology changes 

rapidly in time and for research applications on the fundamental behavior of CBRN plume 

behavior, while off-line systems are advantageous when many plume calculations must be run 

from a single meteorological field (e.g., vulnerability assessments, source inversion).  A 

summary of pros and cons of on-line modeling systems for different applications is given in 

Table 13-3 below.   
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 Table 13-3.  Pros and Cons of On-line Coupled Modeling Related to Application 

On-line Advantageous?  = YES ;  = Sometimes;  = NO 

Issue On-line 
Advantage? Comments 

Handling of Strongly Time-

Varying Meteorology  

On-line coupled models can handle updating the T&D code with Met 
information at high temporal frequency without a significant run-time 
penalty as would occur for off-line models (i.e., RAM is much faster than 
hard disk for I/O exchange) 

Urban Scale CBRN Applications 
 

At the urban scale, buoyant releases (dense gas, radiologial dispersal 
devices, nuclear detonations) can induce feedback from the plume onto the 
Met field, so an on-line system would be advantageous to handle the large 
data exchange between the Met and T&D models. Plume feedback on 
radiation balance not typically important at this scale. 

Mesoscale CBRN Applications  
 

Few CBRN release types are large enough to impact the radiation balance 
and subsequently the mesoscale flow field, except possibly nuclear 
detonations, large scale fires, and dust storms. For these cases the feedback 
advantage of on-line coupling could be important. Feedback from energetic 
releases leads to buoyant rise which can then alter T&D, but plume rise is 
often parameterized in the T&D model, providing an off-line alternative.  

Fast turnaround applications 

(battlefield, emergency 

response)  

The speed of the modeling system is a critical factor for emergency 
response or battlefield operations. All else being equal – on-line systems 
are typically faster because information is passed between the Met and 
T&D models via RAM. However, in practice, the slower prognostic Met 
model is run 24/7 continually producing output and then when a CBRN 
release occurs only the T&D model is run. In this case, the off-line approach 
is faster in comparison to the on-line approach in which both the Met and 
T&D model are run simultaneoulsy. 

Pre- or Post-Event Analyses, 

Sensitivity Studies (Batching or 

Ensemble of Plumes) 

 
 

For multi-case analyses, often a few Met fields are created to drive 
hundreds of plume dispersion calculations. Off-line codes are well-adapted 
for this and are relatively fast. For scenarios with no feedback, it is 
inefficient to run an on-line approach repeating the Met calcs for every 
plume calculation. The on-line approach would need to be modified to run 
in an off-line mode to do plume ensembles faster. 

Research on Fundamental 

Understanding of Plume 

Behavior  

Deep scientific understanding of plume behavior and/or derivation of 
plume parameterizations requires highly-resolved turbulent plume model-
ing and can be best accomplished by large-eddy simulation. This requires 
large amounts of data exchange between the dynamic flow solver and the 
scalar concentration advection-diffusion solver at high temporal frequency, 
so an on-line system is highly advantageous. Off-line would be very slow 
due to I/O issues.  
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In the latter half of Section 9 we examined the advantages and limitations of on-line coupled 

modeling related to implementation, maintenance, and expertise requirements. In almost all 

instances, one can find both advantages and disadvantages for on-line coupled modeling 

systems as compared to off-line systems depending on application requirements, user 

viewpoints, and/or institutional constraints.  Tables 13-4 summarizes our findings with respect 

to implementation and maintenance issues.   

 

Table 13-4. On-line Coupled Modeling Issues Related to Implementation and Maintenance  

Issue Advantages Disadvantages 

Implementing Eulerian T&D 

Model with Feedback 

An Eulerian scalar concentration advection-
diffusion equation T&D model can best 
handle plume-to met feedback. Coding a 
new Eulerian T&D code into a Met or CFD 
model (as opposed to using an existing T&D 
code) is the easiest way to obtain an on-
line modeling system with tight coupling 
and with consistent databases, projections, 
and numerical schemes.  

Consistent schemes may not be desired in an 
Eulerian on-line system. For accuracy, a T&D 
model requires, e.g., a finer grid to capture 
CBR plume, a different numerical scheme to 
eliminate numerical diffusion and negative 
concentrations, special near-source treat-
ment. In addition, if not leveraging an existing 
code, then significant CBRN capabilities need 
to be added to the modeling system. 

Implementing Lagrangian T&D 

Model with Feedback  

Lagrangian T&D models (e.g., puff, random-
walk) have some distinct advantages com-
pared to Eulerian gridded approaches (e.g., 
more accurate dispersion, high spatial reso-
lution where needed, often faster). This 
explains why there are many off-line Met 
and Lagrangian T&D modeling systems. 
Also, one can leverage existing T&D models 
with full suite of mature CBRN capabilities. 

Difficult to couple feedback from Lagrangian 
T&D model to the Met model. Significant 
parameterization development would need to 
occur in order to compute the feedback. 
Accounting for plume feedback on the solar 
radiation would be more straightforward, 
while momentum feedbacks would be more 
difficult to implement, for example. 

Leveraging Existing Off-line 

Met and T&D Codes 

Decades of effort have gone into the 
development, testing, and improvement of 
the Met and T&D codes used in the CBRN 
community. Creating an on-line code from 
existing models will reduce basic develop-
ment and testing costs. A loosely-coupled 
on-line system would be quickest to 
implement and still result in speed up of 
I/O exchange via RAM.  Virtual file and 
dynamically-linked library approaches have 
been shown to be easier to implement. 

Major effort will be required to make a 
tightly-coupled on-line system from existing 
models due to the many choices regarding 
which schemes, parameterizations and 
databases to keep, determining in what cases 
both need to be kept, and if necessary, how to 
best merge them. Long-term maintanence 
may be more difficult due to stand-alone and 
separate on-line updates of the Met and T&D 
codes for their respective user communities. 
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Leveraging Existing On-line 

Coupled Modeling Systems 

Since there are several tightly-coupled 
operational mesoscale on-line modeling 
systems already in existence, using these 
codes as a starting point should be 
considered as it may save significant time 
and effort as compared to developing a 
system from scratch or from existing off-
line codes. Note that many CFD codes are 
already on-line systems. 

The existing on-line Met-T&D modeling 
systems require additional development to 
make them fully CBRN capable, and in one 
case plume-to-met feedback is not 
implemented, and in the other case special 
gridding capabilities for plume applications is 
not available. Note that the majority of on-
line CFD modeling systems do not have CBRN 
capabilities.  

Implementation of Parallel 

Computing Capabilities 

Parallelization of Met and T&D codes is key for meeting run-time constraints and high grid 
resolution requirements imposed by specific applications. On-line coupled Met and T&D 
modeling systems are not, in general, any more difficult to parallelize than loosely-coupled 
off-line modeling systems. The most important factor is how the codes are written and 
organized. 

Run-time 

By exchanging data through the RAM, on-
line systems are expected to be faster than 
their off-line equivalents, all else being 
equal. The magnitude of the speed-up will 
depend on the size of the variable arrays 
passed between the models and the 
frequency at which they are passed.  

Depending on the type of application, 
however, an off-line system may actually be 
faster. For example, operational weather 
forecasting models are often run 24/7 and 
when an event occurs the T&D model is run 
using the pre-computed Met fields. An on-line 
system would have to re-start and the slower 
Met model calculations begun anew. 

Necessary Expertise 

Close collaborations between Met and T&D 
experts that is likely required for on-line 
system integration may foster better 
understanding of each others’ models 
which then may lead to unexpected 
discoveries and improvements that might 
strengthen individual codes. 

Realizing an on-line system may require 
persons with broader expertise and/or closer 
collaborations between the Met and T&D 
modeling teams. Depending on the modeling 
system design, it may be necessary to involve 
software engineers. All of this may result in 
more time to implement a system if teams 
reside at different locations. 

Long-term Maintenance and 

Consistency of Codes 

Having the Met and T&D codes embedded 
together in the same code may simplify 
long-term maintenance and consistency of 
codes. Adding a new database or algo-
rithm, for example, in an off-line system 
may require updates in two codes with two 
sets of teams, whereas in an on-line 
approach the code may need to be 
modified in only one place by one team. 

if existing well-established standalone Met 
and T&D codes are incorporated into an 
on-line system, two versions of each code will 
likely need to be maintained – one for the 
communities that use the code(s) in 
standalone mode and one for the community 
that uses the on-line modeling system – 
potentially creating additional maintenance 
requirements. 
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One of the biggest drawbacks of creating an on-line coupled modeling system is the level of 

effort required to implement a tightly-coupled system from scratch, i.e., without leveraging 

existing models.  As alluded to in Table 13-4, decades of effort have gone into developing T&D 

model CBRN capabilities and establishing Met codes like WRF and COAMPS and so it seems 

highly likely that any on-line system would leverage existing modeling capabilities.  Tightly-

coupling existing models into a monolithic on-line code, as discussed in Sections 10.1 and 11, 

would be very time-intensive as many issues related to integration, harmonization, and time 

coupling would need to be tackled. 

In Section 10 we discussed several ways of creating an on-line modeling system – likely loosely-

coupled, however – without embedding the Met and T&D codes within the same code (e.g., 

plug-and-play toolkits and frameworks, virtual file and shared library approaches).  These 

approaches are likely a more “expeditious” way of taking advantage of the fast transfer of 

information between models via RAM while still taking advantage of existing Met and CBRN 

T&D model capabilities.  On the other hand, consistency issues would have a higher probability 

of not being addressed.  Table 13-5 lists different coupling approaches and gives pros and cons 

for each. 

Table 13-5. Pros and cons of different coupling techniques. 
Coupling strategy Pros Cons 

Physical I/O files - good approach for leveraging existing models, 
as they are left relatively unaltered 
- relatively fast to implement 
- amenable to a loosely-coupled on-line system 

* note: some would argue that this is an off-line 
approach, since data is being transferred via 
hard disk.  Others would argue that it is a very 
inefficient on-line approach since I/O is being 
transferred at high frequency 

- the I/O via hard disk is slower than other 
options 
- possible overhead due to model 
reinitialization each time new files are read in 
- does not encourage consistent use of map 
projections, databases, physical 
parameterizations, etc. 
- very inefficient approach for accounting for 
two-way feedback 

Virtual I/O files - good approach for leveraging existing models, 
as they are left relatively unaltered 
- I/O transfer between models is fast 
- only need to have special I/O functions for 
reading/writing files to RAM 
- relatively fast to implement 
- amenable to a loosely-coupled on-line system 
- conducive to two-way feedback 

- does not encourage consistent use of map 
projections, databases, physical 
parameterizations, etc. 
- not as conducive to sharing subroutines and 
functions between models 
- requires special libraries to implement 
- typically requires more memory than the 
monolithic code approach 

Shared libraries - good approach for leveraging existing models, 
as they are left relatively unaltered 

- does not encourage consistent use of map 
projections, databases, physical 
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-  I/O transfer between models is fast 
- amenable to loosely-coupled on-line systems 
- can convert T&D model to shared library and 
call it from within Met code  
- relatively fast to implement 
- conducive to two-way feedback 

parameterizations, etc. 
- not as conducive to sharing subroutines and 
functions between models 
- for Met and T&D codes using incompatible 
programming languages, an intermediary 
language may be needed for communication 
- there may be inconsistencies in how the 
variables are arranged in memory  
- typically requires more memory than the 
monolithic code approach 

Monolithic code - computationally efficient way to exchange 
large amounts of data I/O between models 
- encourages linked models to share 
functionalities, databases, and map projections 
- application is started only once 
- most efficient way to handle two-way 
feedbacks 
- straightforward to code an Eulerian 
advection-diffusion solver into an existing Met 
or CFD code 
- typically less memory required as compared 
to virtual file and shared library approaches 
- likely the best approach for a tightly-coupled 
online system 

- if tight coupling is desired, will require 
significant modifications to the two models if 
leveraging existing codes 
- if combining exisiting codes, more resources 
required due to maintaining both on-line and 
individual modeling systems 
- possibility of obscure or hidden inter-
dependencies 
- likely requires deep expertise in both Met and 
T&D modeling 
- in the long-run, likely more time-consuming 
to implement new schemes and models as 
compared to the plug-and-play approach 

Plug-and-play - encourages limitation of redundancies and 
promotes consistency 
- encourages linked models to share 
functionalities 
- some plug-and-play software packagages 
have functionality (e.g., interpolation schemes) 
already built in 
- application is started only once 
- clear isolation of modules and variables, 
fewer possibilities of obscure or hidden 
interdependencies 
- in the long run, may be faster to implement 
new schemes, models, etc. 
- particularly efficient for building loosely-
coupled on-line systems from existing models 

- more difficult to implement for the average 
scientist, i.e., steep learning curve 
- may require computer scientist to implement 
within the plug-and-play software 
- less efficient than the monolithic approach, 
i.e., more overhead, potentially slower running 
- may require more memory as compared to 
other approaches 
- long-term maintenance of specific plug-and-
play software not guaranteed 
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In Section 11 we discussed issues with leveraging specific existing codes, both off-line and on-

line systems.  Utilization of current Met and T&D models to create an on-line modeling system 

will likely result in faster and less costly implementation. Leveraging the SCIPUFF T&D model for 

tightly-coupled off-line or on-line systems is advantageous since it has many CBRN capabilities 

and is already linked to a number of mesoscale prognostic models (e.g., WRF, MM5, COAMPS). 

However, since it is a Lagrangian puff model, implementing two-way feedback is not trivial. For 

applications in which two-feedback between the T&D and Met models is important, including 

an Eulerian scalar-concentration advection-diffusion equation solver in the Met model is the 

best approach. If using WRF, one could take advantage of the WRF-Chem on-line modeling 

system that already has advection-diffusion solvers to track chemical species. COAMPS also has 

an on-line advection-diffusion solver integrated into the model that is used for dust storm and 

passive tracer calculations. For both WRF and COAMPS, significant effort would be required to 

add a full-suite of CBRN capabilities.  

Additionally, as discussed in Section 8.4 the coarse horizontal resolution typically used in Met 

codes will result in near-source artificial dilution of the plume especially for point source 

releases and so modifications to the codes to account for the higher resolution needed by 

plumes may be necessary. The OMEGA mesoscale model has an on-line advection-diffusion 

solver and also has an adaptive mesh capability that can put high resolution in the vicinity of 

the plume. It also can treat some specific CBRN release types, but significant work would still be 

required to obtain a full-suite of capabilities.  

Although there are hundreds of CFD codes, few have CBRN and meteorological capabilities. 

Exceptions include MESO-RUSTIC and FAST3D-CT, although both codes would require a sizeable 

level of effort to obtain a full-suite of CBRN capabilities. Since the MESO-RUSTIC modeling 

system contains a Lagrangian random-walk code it has an advantage over Eulerian advection-

diffusion solvers, namely no numerical diffusion. However, the Lagrangian model it is not a 

good candidate for implementing two-way feedback. FAST3D-CT, on the other hand, contains 

an Eulerian advection-diffusion solver and thus could look at two-way feedback issues on the 

urban scale. Additionally, since it is an LES code, it would be appropriate for research 

applications to ascertain the importance of feedback mechanisms on the micro- and urban-

scales. 
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In summary, the high-level conclusions of this report are: 

 Due to much faster I/O exchange via RAM as compared to the hard disk, on-line 

coupling is advantageous (more efficient compared to off-line systems) for scenarios in 

which large amounts of information need to be passed between the Met model and the 

T&D model at high frequency (e.g., when the winds are changing rapidly in time, for 

cases with two-way plume-to-met feedback, in the study of plume fluctuations using 

large eddy simulation).  

 In operational settings, for post- and pre-event analyses, and for source inversion 

applications, an off-line Met and T&D modeling system will typically be considerably 

faster.  The big disadvantage is the difficulty of doing two-way plume-to-met feedback in 

the off-line mode.   

 CBRN plume feedback may alter the microscale meteorology (e.g., a large dense gas 

release in a city, a radiological dirty bomb) or impact the mesoscale meteorology for 

very large releases (e.g., a nuclear detonation, a large fire), which in turn could modify 

the plume transport direction, the airborne dosage levels, the amount of deposition, 

and the size of the hazard zone.  

 However, for many kinds of scenarios a CBRN plume is relatively small in size or short in 

duration and will not (or only minimally) impact the meteorology. Even if the 

meteorology is impacted, it may not appreciably affect plume transport and dispersion.  

 If the two-way feedback alters plume T&D, rather than implement an on-line coupled 

modeling system, the effect of the feedback is often parameterized within the T&D 

model (e.g., buoyant cloud rise scheme, dense gas cloud slumping and turbulence 

suppression). These parameterizations may only be valid for idealized topographical and 

meteorological conditions, however. 

 If feedback is the primary reason for implementing an on-line system, Lagrangian T&D 

models (e.g., Gaussian puff, random-walk) may not be the top choice due to the 

difficulty of integrating the plume feedback into the meteorological model 

(unfortunately meaning that one cannot easily leverage the many advantages that make 

Lagrangian T&D models popular in the plume modeling community).  
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 On-line coupled modeling will NOT automatically satisfy consistency issues with map 

projections, gridding, numerics, algorithms, and input databases; much work is needed 

to ensure consistency, especially if leveraging existing Met and T&D codes.  

 In some cases, consistency of physical parameterizations (e.g., turbulence), grid meshes, 

and/or numerical schemes between the Met and T&D model may result in sub-optimal 

performance in either the Met or T&D model, and thus may not actually be desired. 

 A tightly-coupled on-line modeling system with feedback will require significant 

resources to implement from scratch. 

 Leveraging current modeling systems that are already on-line coupled may reduce 

development costs, but significant time and effort would likely need to be invested to 

upgrade their CBRN capabilities. One would first need to understand what decisions 

were made regarding the Met and T&D model integration to determine limitations and 

advantages of their approaches. 

 Although creating an on-line modeling system from an existing Met or CFD code is fairly 

straightforward to implement by adding an Eulerian scalar concentration advection-

diffusion solver, large amounts of resources and time would be required to add a full 

suite of CBRN capabilities. 

 For mesoscale applications, an on-line system using an Eulerian scalar concentration 

advection-diffusion solver for plume T&D will likely need to address near-source sub-

grid dilution and numerical diffusion issues. 

 Many CFD models are already on-line, i.e., they contain an Eulerian scalar-concentration 

advection-diffusion solver that runs in conjunction with the Navier-Stokes flow solver. 

However, most CFD models do not have atmospheric physics and thermodynamics or 

CBRN capabilities, so they are not necessarily a replacement for Met and CBRN T&D 

codes. 

 Converting existing Met and T&D codes into a tightly-coupled off-line system that 

ensures consistency of map projections, gridding, and input databases can likely be 

achieved in less time and for less cost as compared to converting an existing off-line 

system into a tightly-coupled on-line modeling system. 
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 Several groups have demonstrated that by passing I/O between models via RAM 

through a dynamically-linked library (DLL) or a “virtual” file, a loosely-coupled on-line 

modeling system created from existing models can be achieved with implementation 

costs similar to loosely-coupled off-line systems based on existing models. No 

consistency issues are explicitly addressed with this approach, however. 

 For research purposes, on-line modeling systems with two-way feedback could provide 

extremely useful insights into the underlying physics and thermodynamics of plume 

behavior, especially for CBRN scenarios for which it is difficult to conduct full-scale 

experiments. 

 An argument can be made that a tightly-coupled on-line system will require less long 

term maintenance as compared to off-line models since databases and routines are 

integrated and need to be changed in only one place, while both models need to be 

updated separately in off-line systems. However, one can also argue that an on-line 

system, if composed of existing Met and T&D models, will require more maintenance 

because both the on-line and off-line systems will need to be maintained for their 

respective user communities.  

 For real-time response applications, the potential improvements in the plume modeling 

due to having an on-line system with two-way feedback may be overwhelmed by the 

uncertainty in the source term parameters and lack of local meteorological 

measurements. 

 Lack of quantitative information on the effects of model inconsistencies on plume 

transport and dispersion, as well as the uncertainty of whether CBRN plumes 

significantly affect meteorology through two-way feedback makes it difficult to assess 

the importance of pursuing on-line modeling relative to other areas of model 

improvement (i.e., development of better parameterizations, more accurate databases, 

new or enhanced source terms). 
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